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Plumes are formed when a continuous buoyant forcing is supplied at a localized source. Buoyancy can be created by either a heat flux, a compositional difference between the fluid coming from the source and its surroundings, or a combination of both. In this thesis, two types of laminar plumes with different forcing mechanisms were investigated: forced plumes and autocatalytic plumes. The forced plumes were compositionally buoyant and were injected with inertial forcing into a fluid filled tank. The autocatalytic plumes were produced without mechanical forcing by buoyancy that was entirely the consequence of a nonlinear chemical reaction – the iodate-arsenous acid (IAA) reaction. This reaction propagates as a reacting front and produces buoyancy by its exothermicity, and by the compositional difference between the reactant and product. Both the forced and autocatalytic plumes were examined in starting and steady states. The starting, or transient, state of the plume occurs when it initially rises through a fluid and develops a plume head on top of a trailing conduit. The steady state emerges after the plume head has risen to the top of a fluid filled tank leaving only a persistent conduit. Plume behaviour was studied through experimentation, simulation, and by using simple theoretical analysis. We performed the first ever study of plumes as they crossed over the transition between buoyancy-driven to momentum-driven flow. Regardless of the driving mechanism, forced plumes were found to exhibit a single power law relationship that explains their ascent velocity. However, the morphology of the plume heads was found
to depend on the dominating driving mechanism. Confined heads were produced by buoyancy-driven plumes, and dispersed heads by momentum-driven plumes. Autocatalytic plumes were found to have rich dynamics that are a consequence of the interplay between fluid flow and chemical reaction. These plumes produced accelerating heads that detached from the conduit, forming free vortex rings. A second-generation head would then develop at the point of detachment. The detachment process for plumes was sensitively dependent on small fluctuations in their initial formation. In some cases, head detachment could occur multiple times for a single experimental run, thereby producing several generations of autocatalytic vortex rings. Head detachment was reproduced and studied using autocatalytic plume simulations. Autocatalytic flame balls, a phenomenon closely related to autocatalytic plumes, were also simulated. Flame balls were found to have three dynamical regimes. Below a critical radius, the smallest flame balls experienced front death. Above this radius, they formed elongating, reacting tails. The largest flame balls formed filamentary tails unable to sustain a reaction.
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Chapter 1

Introduction

From the eruption column of a volcano to the mushroom cloud of an atomic bomb, plumes of rising fluid form magnificent flow structures [1, 2]. It is therefore no wonder that plumes are a classic subject in fluid dynamics [3, 4]. In this thesis, we examine two novel types of buoyant plumes. The first is a forced plume, in which buoyant fluid is injected into a fluid filled tank. Such a plume is driven by an interesting combination of buoyancy and momentum. The second type is an autocatalytic plume, in which the source of buoyancy and the resulting flow is due entirely to an autocatalytic chemical reaction. This type is an especially simple example of a self-stirred reacting flow.

Hydrodynamic flows driven by chemical reactions have been studied since the discovery of fire, the oldest technology of humankind [5]. Exothermic combustion reactions produce buoyant flames in the form of rising, reacting plumes and thermals which are often highly turbulent [6]. In this thesis, we investigate laminar reacting plumes driven by the relatively gentle autocatalytic iodate-arsenous acid (IAA) reaction front. The behaviour of these autocatalytic plumes is very rich, and is studied for the first time in this thesis.

We begin with a discussion of relevant past work on plumes in Section 1.1, and follow this by reviewing the pertinent theory for buoyancy-driven flow in Section 1.2. This sets the context for our investigation of both forced and autocatalytic plumes. Following this, past research on the IAA reaction front, with a focus on combining reaction with buoyancy-driven flow, is reviewed in Section 1.3. In Section 1.4, we conclude the introduction with an overview of the thesis.
1.1 Plumes

Plumes and jets are flow structures of considerable interest [4, 7] due to their widespread occurrence in industrial and natural systems, from fuel injection [8] to mantle convection [9, 10, 11, 12]. Both jets and plumes occur when flow discharges from an isolated, submerged source. The distinction between jets and plumes is that a pure jet is driven only by momentum flux at the source, while a pure plume is driven only by buoyancy. If a discharge has a combination of both momentum and buoyancy, there is no sharp distinction between a jet and a plume, and flows span a continuum of possibilities between the two. Such a flow structure may equally well be referred to as a “buoyant jet” or a “forced plume”; the latter terminology is adopted in this thesis.

Not only do jets and plumes occur in a wide variety of phenomena at various scales, they are also studied in a vast array of geometric configurations and flow scenarios [13, 14]. The focus of this thesis is on relatively unconfined flows, not directly interacting with a boundary, and on flows taking place in a quiescent ambient medium of uniform density. By contrast, other important cases are jets and plumes in a crossflow or in a stratified fluid [14]. In addition, plumes can be effectively two-dimensional, as is the case for a plane jet or a line plume, which come from line sources. In this thesis, however, we focus in three-dimensional axisymmetric plumes or “round” jets from isolated sources. For a given set of experimental conditions, the most important factor determining jet or plume behaviour and evolution is whether the flow is laminar or turbulent, which is determined by the Reynolds number of the flow, discussed below in Section 1.2. In addition to being either laminar or turbulent, jets and plumes can be a mixture of both types of flow, with near-field laminar flow that gives way to a far-field turbulent flow [13]. The plumes described in this thesis are all of the laminar type.

Forced plumes can be positively buoyant, in the sense that buoyancy forces act in the same direction as the injected momentum. We performed the first detailed study of forced laminar plume heads. This work is discussed in Chapter 2 of this thesis. Plumes can also be negatively or neutrally buoyant, as in the pure jet limit. More complex forced plumes can have several sources of buoyancy, such as in double-diffusive salt fingers [15] or chemically reacting plumes [16, 17, 18]. We conducted the first investigation of autocatalytic chemical plumes, which is discussed in detail in Chapters 3–5 of this thesis. In large scale plumes, reactions do not provide buoyancy but can still be of significant importance in the monitoring of environmental impact of chemical dispersal from industrial
The state of jet or plume evolution involves another important distinction: between a steady, well-developed flow and a starting plume or jet, the transient case for which the injected fluid is penetrating the ambient medium and growing in length. The majority of work on laminar jets and plumes has focused on the steady variety, since the persistence of the columnar conduit following behind the head plays a significant role in many geophysical processes. Long-lived plume conduits are believed to underlie the formation of mantle hot spots, such as the one responsible for the Hawaiian Island - Emperor Seamount chain [9], or the one that created the narrow band of thickened oceanic crust that runs along the Atlantic margin of North America [20]. Entrainment and flow in the conduit is important to the morphology and dynamics of all long-lived plumes, and this is investigated for forced and autocatalytic plumes in Chapter 4.

Before a laminar plume reaches a steady state, it develops its most visually striking feature as a starting plume: a well-defined, evolving head. A starting plume is shown in Fig. 1.1. Given the wide variety of types of jets and plumes, and the wide array of scientific contexts in which they are studied, it is no surprise that there is a lack of uniformity in the terminology used for jet and plume anatomy. We adopt the term head to describe the structure on top of the plume, and conduit to describe the fluid emanating from the source that connects and provides volume flux to the head. Some authors refer to a starting jet or plume head as a cap, and the conduit is sometimes called the stem or corridor in the literature. The conduit starts at the outlet of a small pipe, through which buoyant fluid is being pushed. Finally, we use the term lobe to describe the bottom, under-turning part of the head.

The most prominent feature of a laminar starting plume is the vortex ring that often forms in the plume head. The generation and evolution of vortex rings has been a subject of longstanding interest in fluid dynamics due to their natural beauty, their utility in engineering applications, and their rich history as simple solutions of the fluid equations [21]. Vortex rings can be produced experimentally by using a cylindrical piston to inject a finite volume of neutrally buoyant fluid into quiescent surroundings [22]. Continuously supplied, neutrally buoyant jets have also been used to study the velocity fields of evolving vortex rings [23]. In addition to neutral buoyancy scenarios, vortex ring formation and pinch-off has also been investigated in the context of buoyant starting plumes, where results suggest that dimensionless circulation of the ring is a universal quantity, regardless of whether it is produced by plume pinch-off or by a piston [24, 25].
Figure 1.1: The anatomy of a laminar starting plume. The entire plume is shown on the left, while a magnified image of the head is shown on the right. $h$ is the height of the plume from the outlet to the top of the head, $w_h$ is the width of the head, and $\ell_h$ is the head length. The dyed plume shown is from set D5 (discussed in Chapter 2) and was created using an injected flow rate of $Q = 1.33 \times 10^{-1}$ mL/s. In this image, $h = 19.3$ cm, $w_h = 1.9$ cm, and $\ell_h = 1.6$ cm.
Buoyant vortex rings may also be created by the pinch-off of accelerating plumes driven by autocatalytic chemical reactions. We discovered this phenomenon, and it is discussed at length in Chapters 3 and 5.

Starting jets have attracted interest in studies of combustion [26], and starting plumes in the context of geophysical applications [9, 10, 11, 12]. Previous work on laminar starting plume heads has focused on ascent velocity [27, 28, 29], temperature and concentration measurements [30], velocity field measurements [31], and scaling laws for the head [28]. The dependence of thermally-driven plume flow on the Prandtl number Pr has been investigated [29]. The Prandtl number is defined and discussed further in Section 1.2.

Diverse plume experiments have yielded a number of plume head morphologies, such as cavity structures [11, 10], umbrellas [12], heads that encapsulate a vortex ring, like the one shown in Fig. 1.1, and heads that do not contain vortex motion in their lobe [28]. Some thermal plume heads become non-axisymmetric under sufficiently high forcing [32]. More recently, a numerical model of thermally driven 2D line plumes found four different dynamical regions of starting plume morphology [33].

While a variety of head structures are known, the nature of transitions in the type of head that forms as experimental parameters are varied has not been systematically explored. Moreover, the conditions under which a stable laminar head changes its morphology have received little attention. Similarly, the scaling of the ascent velocity of forced buoyant plumes has not been previously studied. The first systematic study of these issues is addressed in our experimental investigation of compositionally buoyant forced plumes discussed in Chapter 2.

1.2 Buoyancy-driven fluid flow

Autocatalytic and forced plumes are examples of buoyancy-driven fluid flow. Fluid flow is governed by the Navier-Stokes equations, which describe the motion of a fluid parcel located at any point in a flow field at any instant in time. For an incompressible fluid, the Navier-Stokes equations are

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{g},
\]

(1.1)
subject to the incompressibility constraint

$$\nabla \cdot \mathbf{u} = 0.$$  \hspace{1cm} (1.2)

Here \( \mathbf{u} \) is the velocity vector, \( \mathbf{g} \) is the gravitational acceleration, \( \rho \) is the fluid density, \( p \) is the pressure, and \( \nu \) is the kinematic viscosity. The dimensions of each of the terms in this equation, in units of length \( L \) and time \( T \), are \( L/T^2 \), the dimensions for acceleration.

The force of buoyancy arises in a gravitational field when there is a density difference \( \Delta \rho = \rho - \rho_0 \) between an object with density \( \rho_0 \) and the fluid with density \( \rho \) in which it is submerged. In this thesis, the “object” is the fluid comprising a plume, which is less dense than the fluid surrounding it. When the density difference responsible for buoyancy-driven flow involving two fluids is small, which is the case for all of the plumes examined in this thesis, the Boussinesq approximation can be made for the Navier-Stokes equations. Under the Boussinesq approximation, the difference in inertia between the two fluids is negligible and therefore density changes can be neglected in the Navier-Stokes equations for all terms with the exception of the gravity term. In this case, the magnitude of the gravity term \( g \) is expressed as the reduced gravity

$$g' = g \frac{\Delta \rho}{\rho_0}.$$  \hspace{1cm} (1.3)

For a forced plume, the degree to which buoyancy affects flow emerging from a source with diameter \( d \) and velocity \( u \) is quantified by the dimensionless plume Richardson number

$$\text{Ri} = \frac{g' d}{u^2}$$  \hspace{1cm} (1.4)

which expresses the ratio of the buoyancy forces to the inertial terms in the Navier-Stokes equations. Thus, \( \text{Ri} \) can also be viewed as a measure of the extent to which convection is “forced”, in the \( \text{Ri} \ll 1 \) limit where inertial effects dominate, as opposed to “natural” or “free” convection which occurs in the purely buoyant, \( \text{Ri} \gg 1 \) limit. An important morphological distinction between a plume produced by forced convection and one produced by free convection is discussed in Chapter 2.

In the source flow that produces a forced plume, the ratio of inertial forces to viscous forces in the Navier-Stokes equations is quantified by the dimensionless Reynolds number

$$\text{Re} = \frac{ud}{\nu}.$$  \hspace{1cm} (1.5)
To generalize Re for other flows, $d$ is replaced by an appropriate horizontal or vertical length scale, $L$. For the flow of a plume head, for example, $d$ can be replaced by the head width, $w_h$, or the head length, $l_h$. The scaling of the plume head, and other parts of a plume are discussed further in Chapters 2 and 3. Roughly, the range of Re for the plume heads considered in this thesis is $10^{-1} < \text{Re} < 10^2$. This range indicates that all of the plumes were laminar, as opposed to turbulent, which have higher Reynolds number flows.

In addition to injecting buoyant fluid by means of a source flow, buoyancy can also be driven by heating a fluid. In this scenario, the thermal expansion of a fluid is the mechanism behind buoyancy production. Thermal expansion is a thermodynamic property of a substance, and it is given by the thermal expansion coefficient

$$\alpha = -\frac{1}{\rho} \left( \frac{\partial \rho}{\partial T} \right)_p$$  \hspace{1cm} (1.6)

where $T$ is the temperature of the fluid, and the derivative is taken at constant pressure $p$. For small changes in density, density as function of temperature can therefore be written as

$$\rho(T) = \rho_i [1 - \alpha \Delta T]$$  \hspace{1cm} (1.7)

where $\Delta T$ is the temperature difference caused by heating, and $\rho_i$ is the initial density of the fluid.

When a fluid is heated, a dimensionless parameter that quantifies the forces driving fluid motion is the Rayleigh number

$$\text{Ra} = \frac{g \alpha L^3}{\nu \kappa} \Delta T$$  \hspace{1cm} (1.8)

where $\kappa$ is the thermal diffusivity. For large Ra in a fluid, heat transfer occurs predominantly by means of buoyancy-driven flow. For small Ra, however, heat transfer occurs primarily by conduction. While there is no temperature difference between the plume and its surrounding fluid in the forced plume experiments discussed in Chapter 2, heating of the fluid is relevant for the autocatalytic plumes discussed in Chapters 3–5.

Heat is produced in the reaction used to produce autocatalytic plumes (the IAA reaction), as it is slightly exothermic. In addition, there is also an isothermal density change due to the difference in partial molal volumes of the reactant and product solutions. For a reacting fluid with product concentration $c$, the compositional expansion coefficient is
analogous to the thermal expansion coefficient, and is written

\[ \beta = -\frac{1}{\rho} \left( \frac{\partial \rho}{\partial c} \right)_T. \]  

(1.9)

When both thermal and compositional effects contribute to the buoyancy of the product solution, the density dependence of the solution on \( T \) and \( c \) can be written as

\[ \rho(T, c) = \rho_i [1 - \alpha \Delta T - \beta \Delta c]. \]  

(1.10)

The contribution to buoyancy from each of these thermal and compositional effects may be characterized separately by two different Rayleigh numbers,

\[ Ra_T = \frac{g \alpha L^3}{\nu D_c} \Delta T \quad \text{and} \quad Ra_c = \frac{g \beta L^3}{\nu D_c} \Delta c, \]  

(1.11)

where \( D_c \) is the molecular diffusivity of species \( c \) and \( \Delta c \) is the concentration difference between the reacted and unreacted fluid. These Rayleigh numbers are discussed further in the context of autocatalytic plumes in Section 3.2.2, and are used as part of the formulation for a numerical model of autocatalytic plumes discussed in Section 5.1.1.

When thermal and compositional effects are present in a fluid flow, the relative importance of thermal and molecular diffusivities is quantified by the dimensionless Lewis number

\[ Le = \kappa / D_c. \]  

(1.12)

To quantify the relative effects of thermal and molecular diffusivity to momentum diffusivity (viscosity) on the fluid flow, two separate dimensionless quantities are used. These are the Schmidt number,

\[ Sc = \nu / D_c, \]  

(1.13)

for molecular diffusivity, and the ratio of \( Sc \) and \( Le \), the Prandtl number,

\[ Pr = \nu / \kappa, \]  

(1.14)

for thermal diffusivity. \( Le \) is also the factor by which \( Ra_T \) is greater than \( Ra \). These dimensionless numbers are used to characterize plumes throughout this thesis.
1.3 Chemical reaction fronts

The unique behaviour of autocatalytic plumes in comparison with other laminar plumes is discussed throughout Chapters 3–5. The mechanisms that create this unique behaviour arise because of the dynamic interplay between the reaction front and buoyancy-driven fluid flow. Buoyancy-driven plumes were introduced in the preceding Section; this Section discusses the formation of chemical reaction fronts.

In the absence of fluid flow, the reaction-diffusion equation for a chemical species with concentration $c$ is

$$\frac{\partial c}{\partial t} = D_c \nabla^2 c + F(c),$$

(1.15)

where $D_c$ is the diffusion constant for species $c$ and $F(c)$ is the reaction term. If there is no reaction, $F(c) = 0$ and Eq. 1.15 becomes the diffusion equation. Traveling chemical waves can be the result of a reaction-diffusion process, provided that the reaction exhibits some form of kinetic feedback such as autocatalysis [34]. Chemical waves occur in two distinctly different forms: propagating pulses and propagating fronts. The most famous chemical waves are the propagating pulses found in the Belousov-Zhabotinsky (BZ) reaction. In the BZ reaction, as a pulse of reactivity passes through a point, the intermediates of the chemical reaction undergo a departure from their original concentration, and return to their original state as the pulse passes by. During this process only a small amount of the reactants are depleted; therefore the original state of the solution is effectively regenerated in the wake of the pulse [35].

Like a propagating pulse of chemical reactivity, a propagating front consists of a chemical reaction that causes the chemical species involved in the reaction to undergo a concentration excursion. However, unlike propagating pulses, the original state of the solution is not restored in the wake of the front. Instead, a new solution - a reaction product that cannot be changed back into the original reactant solution - is left behind. Such behaviour was first observed in the iodate - arsenous acid (IAA) reaction in 1955 by Epik and Shub [36]. However, interest in the propagating front behaviour of the IAA reaction did not begin to blossom until many years later, when the buoyancy-producing effects of the IAA reaction was first considered. In the following Section, we discuss the IAA chemical reaction, and follow this with a review of the literature involving the IAA reaction coupled with buoyancy driven fluid flow.
1.3.1 Iodate arsenous-acid reaction chemistry

The propagating front in the IAA reaction consumes reaction mixture that is in a state where very little reaction has occurred and leaves in its wake a nearly fully reacted solution. The IAA reaction is described by two coupled reaction steps, each of which consumes a product in the other reaction step. In the Dushman reaction (A) [37] iodide is oxidized by iodate

\[ \text{IO}_3^- + 5\text{I}^- + 6\text{H}^+ \rightarrow 3\text{I}_2 + 3\text{H}_2\text{O}. \]  

(A)

The Roebuck reaction (B) [38, 39, 34] involves the rapid reduction of iodine back to iodide by arsenous acid

\[ \text{AsO}_3^{2-} + \text{I}_2 + \text{H}_2\text{O} \rightarrow 2\text{I}^- + \text{AsO}_4^{3-} + 2\text{H}^+. \]  

(B)

The result is a feedback mechanism where the autocatalysts I\(^-\) and H\(^+\) are regenerated by reaction (B) for consumption in reaction (A). The rate laws of these reactions have been empirically determined to be

\[ \text{R}_A = -\frac{1}{5} \frac{d[\text{I}^-]}{dt} = (k_1 + k_2[\text{I}^-])[\text{IO}_3^-][\text{H}^+]^2[\text{I}^-], \]  

(1.16)

for reaction (A) [40] and

\[ \text{R}_B = -\frac{d[\text{I}_2]}{dt} = \frac{k_3[\text{I}_2][\text{H}_3\text{AsO}_3]}{[\text{I}^-][\text{H}^+]}, \]  

(1.17)

for reaction (B) [38, 41]. The rate constants \(k_1\), \(k_2\), and \(k_3\) were found to be [34]

\[
\begin{align*}
  k_1 &= 4.5 \times 10^{-2}\text{M}^{-3}\text{s}^{-1} \\
  k_2 &= 1.0 \times 10^{-8}\text{M}^{-4}\text{s}^{-1} \\
  k_3 &= 3.2 \times 10^{-2}\text{Ms}^{-1}.
\end{align*}
\]  

(1.18)

In the IAA reaction, when the initial arsenous acid concentration is in stoichiometric excess to iodate ([As(III)]\(_0\) > 3[IO\(^-\)]\(_0\)) the net reaction is (A) + 3(B), or

\[ \text{IO}_3^- + 3\text{H}_3\text{AsO}_3 \rightarrow \text{I}^- + 3\text{H}_3\text{AsO}_4. \]  

(1.19)

The rate of process (A) depends on iodide concentration, and the iodine product from
(A) is reduced by the faster process (B) to regenerate iodide. Thus, iodide concentration undergoes an autocatalytic increase until the iodate in solution is completely consumed. Starch indicates the presence of iodine in solution. When starch is present in excess arsenous acid solutions, the propagating front appears as a thin blue line, with clear solution both preceding and in the wake of the propagating front. When iodate is in stoichiometric excess to arsenous acid ([As(III)]₀ < 5/2[IO₃⁻]₀) the net reaction is 2(A) + 5(B), or

\[
2\text{IO}_3^- + 5\text{H}_3\text{AsO}_3 + 2\text{H}^+ \rightarrow \text{I}_2 + 5\text{H}_3\text{AsO}_4 + \text{H}_2\text{O} \tag{1.20}
\]

Once again, an autocatalytic production of iodide according to (A) + 3(B) occurs, however for this case it is limited by the amount of arsenous acid present, rather than by the amount of iodate. The iodide that accumulates is then oxidized to iodine by process (A) and the result is the net reaction (1.20) [42]. Starch indicator in these solutions causes the front and all of the solution that it has consumed to appear blue. When the initial reaction mixture contains \( \frac{5}{2}[\text{IO}_3^-]₀ < [\text{As(III)}]₀ < 3[\text{IO}_3^-]₀ \), the net reaction is described by an appropriate linear combination of reactions (1.19) and (1.20).

The chemical composition of the solution we use in our experiments had an excess of arsenous acid, and therefore the overall reaction stoichiometry follows Eq. 1.19. Preparation of the IAA reactant solution for our experiments is discussed in Section 3.1.1. The net rate of iodate consumption in this reaction follows a cubic rate law [43, 44]

\[
- \frac{d[\text{IO}_3^-]}{dt} = k_c[I^-]^2[\text{IO}_3^-], \tag{1.21}
\]

where \( k_c \) is the rate constant. The generalized cubic autocatalytic chemical reaction for reactants A and B, where B is the autocatalyst, is

\[
\text{A} + 2\text{B} \rightarrow 3\text{B}. \tag{1.22}
\]

Denoting \( a=[\text{A}] \) and \( b=[\text{B}] \), the rate of reaction is

\[
- \frac{da}{dt} = k_c a b^2 \tag{1.23}
\]

which is the same form as Eq. 1.21. If we let the concentration \( c = 1 \) represent the state of the solution when all reactants have been consumed (only species B is present), \( c = 0 \) is the state of the solution when no reaction has occurred, and \( a \) is at maximum. In this
scenario, \(b = c\), and \(a = 1 - c\). The reaction rate term \(F(c)\) of the IAA reaction can therefore be modeled using a single concentration variable \(c\) as

\[
F(c) = k_c c^2 (1 - c),
\]

where \(c\) is bounded by \(0 \leq c \leq 1\), with \(c = 0\) is the concentration of unreacted solution, and \(c = 1\) is the concentration of fully reacted solution. This reaction rate term is similar to the single variable cubic reaction term presented in Ref. [45]. For the IAA reaction, Eq. 1.24 can therefore be used as the reaction term \(F(c)\) in Eq. 1.15, giving

\[
\frac{\partial c}{\partial t} = D_c \nabla^2 c + k_c c^2 (1 - c)
\]

as the full reaction-diffusion equation for the IAA reaction. In the presence of fluid flow with velocity \(\mathbf{u}\), the transport of the product species B (the autocatalyst) with concentration \(c\) is described by the advective reaction-diffusion equation

\[
\frac{\partial c}{\partial t} + (\mathbf{u} \cdot \nabla) c = D_c \nabla^2 c + k_c c^2 (1 - c).
\]

This model for the IAA reaction is revisited in Section 5.1, where it will be used to help construct the autocatalytic plume simulation. Coupling of the IAA reaction front with fluid motion, using Eq. 1.26, is discussed in the following Section.

### 1.3.2 Autocatalytic reaction fronts and buoyancy driven flow

As the IAA reaction front travels, it leaves in its wake a product solution that is less dense than the reactant. Heat is produced during the reaction, as it is slightly exothermic. In addition, there is also an isothermal density change due to the difference in partial molal volumes of the reactant and product solutions. In a scenario where product solution is beneath reactant solution, these density changes create buoyancy driven flow.

Over the course of the last 30 years the interplay between buoyancy driven fluid flow and chemical reaction has enjoyed considerable theoretical and experimental attention. For the IAA reaction, it has been well-studied in thin tubes [46, 47], in thin slots [48, 49, 50, 51], and in the presence of a superposed flow [52, 53]. In all of these previous studies, convection effects were severely constrained by the viscous interaction with nearby solid boundaries. Our discovery of autocatalytic plumes resulted from our attempt to find
the reaction-driven flow phenomenology for a relatively unbounded solution. This was motivated in part by the rich behaviour already observed in thin tubes and slots. Here, the behaviour of the IAA front in these constraining geometries is reviewed.

In a sufficiently thin horizontal layer of solution, the change in the density between the reactant and product in the IAA system does little to aid in the transport of autocatalyst. However, deformation about the front does occur because of the density difference. Simulations in a covered layer of solution show that as the layer thickness is increased, so is the propagation speed and deformation of the front [54]. In simulations of uncovered solutions in contact with air, autocatalytic chemical fronts have been shown to induce capillary flows due to surface tension gradients across the front (Marangoni flows). Early experiments [34, 55, 56] on solutions in thin layers did not focus on the fluid dynamics involved with the front deformation, but instead investigated front speed of the reaction as a function of changes in solution acidity, and as a function of the ratio of the initial concentrations of arsenous acid and iodate.

The ratio of initial arsenous acid concentration to initial iodate concentration is defined as

\[ R_{IAA} = \frac{[\text{H}_3\text{AsO}_3]_0}{[\text{IO}_3]_0}. \]  

Experiments were performed in temperature controlled petri dishes in which negatively biased platinum electrodes at the center of the dish were used to initiate the reduction of iodate to iodide and thus initiate the front. It was found that the speed of fronts in the excess iodate regime (\( R_{IAA} < 3 \)) and in the excess arsenous acid regime (\( R_{IAA} \geq 3 \)) behave differently.

In the excess arsenous acid regime reaction front velocity was determined to be linearly dependent on concentrations of \([\text{IO}_3^-]\), \([\text{H}_3\text{AsO}_3]\), and \([\text{H}^+]\). In the excess iodate regime, plots of wave position as a function of time were found to be exponential, where the velocity is a linear function of distance. It was also found that in this regime the velocity increases at any particular distance with increasing \([\text{IO}_3^-]\), \([\text{H}_3\text{AsO}_3]\), or \([\text{H}^+]\). Simple reaction-diffusion models were used to explain the observed behaviour [34] and [55].

The IAA reaction is autocatalytic in both iodide and hydrogen ion. While the majority of experimental work done on the IAA reaction has used buffers to maintain the desired \([\text{H}^+]\) during the course of the reaction, there is one exception where it was studied in an unbuffered solution, allowing for an opportunity to investigate reaction-diffusion behaviour arising from two autocatalytic species [56]. It was found that for an initial \(pH\)
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range of $3.5 < pH < 7.5$ the propagation velocity of the front is almost entirely insensitive to $[H^+]$. However, as $pH$ is increased above 8.0, the front velocity depended highly on initial $pH$ – it slowed as the $pH$ was increased. This trend continued up to $pH = 9.6$, where above this value front propagation was not supported. For highly acidic initial conditions of $pH < 3.0$, velocities increased sharply as $pH$ was decreased; at $pH < 1.9$ the reactant solution became too unstable to support front velocity measurements, as it was almost immediately converted to product. For the entire range of initial $pH$ values, the $pH$ of the product solution was always in the range $2.0 < pH < 3.0$.

An applied electric field can also change in the overall outcome of the IAA reaction [57, 58]. This phenomenon was investigated using reaction mixtures with various $R_{IAA}$ values to test the electric field effects on net reaction stoichiometry. These experiments were performed in agar gel in order to prevent hydrodynamical flows in the reaction solution. The effect of starch concentration on front velocity in the IAA system was also investigated [58]. In previous experiments [34, 55, 59], it was assumed that the starch indicator played a passive role in the IAA system, influencing neither the reaction mechanism nor the front propagation velocity. It was found that as starch concentration was increased the front velocity slowed. In experiments involving the IAA front in a glycerol/water solvent in thin tubes, we found a similar result: as glycerol concentration is increased, the velocity of the front decreases. The results of these experiments are discussed in Section 3.1.2.

When a reaction front ascends along the entire length of a vertically oriented slot, the buoyancy-driven instability causes an initially flat front to break up into fingers [49, 50]. The shape of the fingers arises from the competition between convection, which acts to extend the fingers, and diffusion, which acts to smooth the front, and the finger spacing is determined by the width of the slot, and on the chemical reaction parameters [51]. Recently, experiments in vertically oriented slots with periodic non-uniform gaps matching the spacing of the fastest growing mode of the fingers have been shown to be able to amplify the pattern formation [60].

Theory explaining the pattern development in the vertical slot geometry has been well developed and agrees well with experimental observations [61, 62, 63, 64]. Linear stability analysis of a 2D flow model has shown the instability of a flat front. The theory predicts that the initial instability takes the form of a chain of convection rolls that turn the front into a series of rising fingers, and also that only low wave number perturbations will grow, damping out the higher wave numbers. The relative strength of the buoyancy
force in thin slots with thickness $a$ can be described by a dimensionless parameter that comes from linear stability analysis [48, 65, 66] and is analogous to $\text{Ra}_c$

$$S = \frac{g' a^3}{\nu D_c}$$  \hspace{1cm} (1.28)

where $g' = \delta g$ where $\delta = (\rho_u/\rho_r) - 1$ is the dimensionless density jump between the reacted and unreacted solutions. Ascending autocatalytic fronts in vertical slots are unstable to large-wavelength perturbations for all finite values of $S$ [48]. Recently, numerical analysis of descending fronts in a vertical slot have been shown to be unstable with regard to buoyancy-driven convection [67, 45]. Even though the descending buoyant front is stably stratified, the difference between molecular and thermal diffusivities provides a mechanism that is able to initiate reaction driven convection around the front.

Eq. 1.28 can also be used to quantify the buoyancy contribution to front motion in vertically oriented thin tubes. In this case, $a$ represents the tube radius, rather than the thickness of a slot. For descending fronts, no buoyancy-driven convection occurs since the fluid is bottom-heavy across the front. Ascending fronts, however, are top heavy across the front and free convection can result, provided that a critical value of $S$ is reached. Linear stability calculations [47] using the dimensionless driving parameter $S$ predict that planar ascending fronts are unstable to nonaxisymmetric convection for $S \geq 87.9$ and to axisymmetric convection for $S \geq 370.2$. Nonaxisymmetric convection is therefore predicted to appear at the onset of convection. The critical $S$ values for the two convection modes have been verified experimentally [68, 69], and a sketch of their shape is shown in Fig. 1.2. Once convection is present, ascending reaction front velocity increases with an increase in $S$, while descent velocity for flat fronts is not affected by the driving parameter since convection does not occur.

Chemical composition also affects front velocity in thin vertically oriented tubes. In excess arsenous acid solutions, ascending and descending front velocities increase linearly as a function of initial iodate concentration [34]. In excess iodate solutions, descending front velocities are linear as a function of initial iodate concentration, however ascending velocities increase, but not with a directly proportional relationship to initial iodate concentration [69]. The velocity dependence on initial arsenous acid concentrations is linear for both ascending and descending fronts in either the excess iodate regime or the excess arsenous acid regime.

In this thesis, thin tube experiments were used to extract IAA front propagation
velocity for glycerol-water solvents used to make autocatalytic plumes. These measurements were necessary for analysis of autocatalytic plume behaviour, and the experimental results are discussed in Section 3.1.2. Thin tube simulations were used as a simple test of the parameters used for the autocatalytic plume simulations, and results from these tests are discussed in Section 5.3.

### 1.3.3 Spherical reaction fronts

In the absence of buoyancy-driven fluid flow, spherical autocatalytic reaction fronts have been studied theoretically and numerically. These studies are relevant to the initial conditions used for the simulation, discussed in Section 5.1.2. They are also relevant to the phenomenon of front death that we observed in our experimental system. Front death is mentioned as an experimental limitation in Section 3.1.3, and numerically it is investigated in detail in Section 5.5.1. Previous studies of spherical reaction fronts have focused on the existence and the stability of spherically symmetric solutions to the reaction-diffusion equations [70, 71], and on the effect of autocatalyst decay [72]. Threshold conditions needed to form spherical autocatalytic reaction front have also been calculated for both quadratic and cubic autocatalytic reaction fronts [73]. Autocatalytic reaction fronts under gravity are in some ways analogous to flame fronts [74, 75] where the feedback through temperature change in combustion systems is analogous to the feedback of autocatalyst in chemical reaction systems. In addition to being called “spherical reaction balls” [71], spherical autocatalytic reaction fronts have therefore also

![Figure 1.2: A sketch of the modes of convection for ascending buoyant reaction fronts with velocity $v_f$ in thin tubes. Left: The nonaxisymmetric mode. Right: The axisymmetric mode. The direction of flow is indicated by the arrows, and product solution is shaded.](image-url)
been referred to as “isothermal flame balls” [70, 72].

Flame balls are steady, radially symmetric solutions of the reaction-diffusion-conduction equations for pre-mixed laminar flames. Originally proposed by Zel’dovich in 1944 [76], flame balls have since been observed when a spherical flame is formed during free fall [77, 78]. The combustive process which sustains flame balls is highly exothermic, and therefore free fall conditions are necessary to eliminate buoyancy driven flow. During flame ball experiments in microgravity, small local accelerations create gravitational like forces called “g-jitter”. In the presence of these small, short lived gravity-like fluctuations, flame balls deform into “flame strings” [77, 78, 79], flame balls that have been stretched into a long, cylindrical shape.

In addition to being caused by undesirable gravity-like forces in microgravity experiments, the deformation of flame balls under gravity is particularly relevant to an explosion scenario for Type Ia supernovae [80]. The initial stages of the explosion scenario involves the formation of a “flame bubble” near the centre of a white dwarf, which is driven by buoyancy to the surface of the star. Simulations of flame bubbles in a gravitational field have investigated the mechanisms at play in the early stages of flame bubble evolution in a low viscosity fluid [80]. In Section 5.5.2 we discuss our simulations of flame balls in the same viscous parameters used to simulated autocatalytic plumes. The deformation of these flame balls from viscosity and buoyancy effects can produce behaviour similar to that of autocatalytic plumes.

1.4 Thesis overview

A survey of the plume literature shows an extensive variety of laminar and turbulent plumes. As a prelude to the discussion of autocatalytic plumes presented in later Chapters, in this thesis we first present an experimental investigation on the fundamental behaviour of compositionally-buoyant, forced laminar starting plumes. While a large variety of laminar plume head structures are known, as outlined in Section 1.1, the nature of transitions in the type of head that forms as experimental parameters are varied has not previously been systematically explored. Moreover, the conditions under which a stable laminar head changes its morphology have received little attention. Similarly, the scaling of the ascent velocity of forced buoyant plumes has not been previously studied. These issues are addressed in our experimental investigation of compositionally buoyant forced plumes, and are presented in Chapter 2.
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A considerable amount of work has been done on the buoyancy-enhanced propagation of the IAA front in various geometries. In narrow tubes fronts take on a constant shape dictated by parameter $S$, and the study of the front is essentially reduced to a one-dimensional problem. In the limit of thin vertical slots and horizontal layers a convecting reaction front takes on an essentially two-dimensional pattern. In both of these scenarios, motion of the front is severely limited by the boundary of the reaction geometry. Naturally, this leads one to question how the IAA reaction front would behave in three dimensions, when the limitations on the flow imposed by the boundary are much less of a constraint. The results of our inquiry into this question is the central topic of this thesis: autocatalytic plumes.

Following the experimental study of forced starting plumes in Chapter 2, the subject of Chapter 3 is the experimental investigation of autocatalytic starting plumes produced by the iodate-arsenous acid reaction (IAA). Starting plumes produced by the IAA reaction have well-defined heads and conduits, much like the laminar starting plumes in non-reacting systems. However, unlike more conventional laminar starting plumes, reaction-driven flow in laminar autocatalytic plumes is much more complex. This complexity is highlighted by the pinch-off of the head from the conduit. This results in a free, reacting vortex ring and trailing conduit that produces a second generation plume head. We also performed numerical simulations of autocatalytic starting plumes. These simulations have extended our understanding of the rich dynamics of autocatalytic plumes, and are discussed in Chapter 5.

A closely related phenomena to autocatalytic starting plumes was also simulated; “autocatalytic flame balls”. Like all other types of plumes, autocatalytic plumes remain attached to an isolated source which is at the base of a conduit. Autocatalytic flame balls, on the other hand, do not have a fixed location to which they attach. The same computational formulation was used to simulate both autocatalytic plumes and autocatalytic flame balls, with the only difference between the two being the set of initial conditions needed to simulate these closely related phenomena. Autocatalytic plumes are initiated at the bottom boundary of the spatial domain in which the simulation was performed, whereas autocatalytic flame balls were initiated as spheres of product solution far from any of the boundaries of the domain. Previous simulations of autocatalytic flame balls did not investigate the interplay between buoyancy-driven flow and reaction-diffusion. In Chapter 5, simulation results detailing the evolution of buoyant autocatalytic flame balls in a viscous solution are presented.
While autocatalytic starting plumes are the focus of Chapters 3 and 5, the steady conduits of autocatalytic plumes are the central topic of Chapter 4. As a control, and for comparison, non-reacting forced plume conduits were also examined. To probe the internal velocity structure of the plumes, a magnetic resonance imaging velocimetric technique known as the Gradient Echo Rapid Velocity and Acceleration Imaging Sequence (GERVAIS) [81] was used. This technique was employed to measure the axial velocity field at various locations along plume conduits.

The work detailed in this thesis provides an experimental and numerical investigation of a new type of plume that is produced by an autocatalytic chemical reaction. It has also helped to develop a deeper understanding of mechanisms involved with forced plume head morphology and velocity. The behaviour of autocatalytic plumes is unique when compared to other types of plumes, and where possible this is highlighted by comparison with parallel experiments on compositionally buoyant forced plumes throughout the thesis.

1.5 Contributions

Some of the results from this thesis are currently published in three papers [16, 17, 82]. Chapter 2 is an adaptation of Ref. [82]. Parts of Chapter 3 are adapted from Refs. [16, 17], and Chapter 4 is adapted from [17]. Two of these papers [16, 17] were co-authored by S. W. Morris, my Ph.D. supervisor. The other publication [17] has four authors, including myself. In addition to SWM, the other authors are Mick D. Mantle and Andrew J. Sederman, from the University of Cambridge. Co-authors MDM and AJS contribution to this work was to operate the nuclear magnetic resonance spectrometer used to acquire plume velocities and perform some of the data processing associated with these experiments, which are detailed in Chapter 4 and in Ref. [17]. In addition to these contributions, the source code for the numerical model of autocatalytic plumes detailed in Chapter 5 was written by A. Zebib from Rutgers University. The numerical model was formulated by AZ and A. De Wit, from the Université Libre de Bruxelles.

1.6 Dimensionless numbers

A summary of the dimensionless numbers used in this thesis and where they first appear is given in Table 1.1.
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<table>
<thead>
<tr>
<th>Dimensionless number</th>
<th>Name</th>
<th>Page introduced</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Re} = \frac{ud}{\nu} )</td>
<td>Reynolds number</td>
<td>6</td>
</tr>
<tr>
<td>( \text{Ri} = \frac{g'd}{\nu^3} )</td>
<td>plume Richardson number</td>
<td>6</td>
</tr>
<tr>
<td>( \text{Ra} = \frac{g\alpha L^3 \Delta T}{\nu \kappa} )</td>
<td>Rayleigh number</td>
<td>7</td>
</tr>
<tr>
<td>( \text{Ra}_c = \frac{g\alpha L^3 \Delta c}{\nu D_c} )</td>
<td>concentration component Rayleigh number</td>
<td>8</td>
</tr>
<tr>
<td>( \text{Ra}_T = \frac{g\alpha L^3 \Delta T}{\nu D_c} )</td>
<td>thermal component Rayleigh number</td>
<td>8</td>
</tr>
<tr>
<td>( \text{Le} = \frac{\kappa}{D_c} )</td>
<td>Lewis number</td>
<td>8</td>
</tr>
<tr>
<td>( \text{Sc} = \frac{\nu}{D_c} )</td>
<td>Schmidt number</td>
<td>8</td>
</tr>
<tr>
<td>( \text{Pr} = \frac{\nu}{\kappa} )</td>
<td>Prandtl number</td>
<td>8</td>
</tr>
<tr>
<td>( \text{R}_{IAA} = \frac{[\text{H}_3\text{AsO}_3]_0}{[\text{HO}_3]_0} )</td>
<td>IAA reaction ratio</td>
<td>13</td>
</tr>
<tr>
<td>( S = \frac{g' a^3}{\nu D_c} )</td>
<td>convection mode parameter</td>
<td>15</td>
</tr>
<tr>
<td>( \text{Re}_{hw} = \frac{u w_h}{\nu} )</td>
<td>head width Reynolds number</td>
<td>30</td>
</tr>
<tr>
<td>( \text{Re}_{hl} = \frac{u \ell_h}{\nu} )</td>
<td>head length Reynolds number</td>
<td>30</td>
</tr>
<tr>
<td>( \text{Ra}_p = \frac{g'd^2}{\nu LD} )</td>
<td>pipe Rayleigh number</td>
<td>65</td>
</tr>
<tr>
<td>( \sigma = \frac{\ell}{\Delta r} )</td>
<td>Resolution factor</td>
<td>87</td>
</tr>
</tbody>
</table>

Table 1.1: Dimensionless numbers used in this thesis. Variables used in the above equations are: \( u \), velocity; \( d \), pipe diameter; \( \nu \), kinematic viscosity; \( g' = g(\rho/\rho_0 - 1) \) is the reduced gravity, where \( g \) is the gravitational acceleration and \( \rho_0 \) is the density of an object in a fluid with density \( \rho \); \( \alpha \), thermal expansion coefficient; \( L_p \), pipe length; \( T \), temperature; \( \kappa \), thermal diffusivity; \( D \), molecular diffusivity; \( D_c \), molecular diffusivity of catalyst; \( a \), slot thickness; \( w_h \), plume head width; \( \ell_h \), plume head length; \( \ell \), reaction length scale; \( \Delta r \), pixel spacing. Note that for compositional plumes \( g' = g(\rho_a - \rho_i)/\rho_a \), where \( \rho_a \) is the ambient fluid density and \( \rho_i \) indicates injected fluid density. For autocatalytic chemical plumes, \( g' = g(\rho_u - \rho_r)/\rho_u \), where \( \rho_u \) is the unreacted fluid density and \( \rho_r \) is the density of the reacted fluid.
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Compositionally Buoyant Starting Plumes

A starting plume or jet has a well-defined, evolving head that is driven through the surrounding quiescent fluid by a localized flux of either buoyancy or momentum, or both. We studied the scaling and morphology of starting plumes produced by a constant flux of buoyant fluid from a small, submerged outlet. The plumes were laminar and spanned a wide range of plume Richardson numbers $R_i$. $R_i$ is the dimensionless ratio of the buoyancy forces to inertial effects, and thus our measurements crossed over the transition between buoyancy-driven plumes and momentum-driven jets. We found that the ascent velocity of the plume, nondimensionalized by $R_i$, exhibits a power law relationship with $Re$, the Reynolds number of the injected fluid in the outlet pipe. We also found that as the threshold between buoyancy-driven and momentum-driven flow was crossed, two distinct types of plume head morphologies exist: confined heads, produced in the $R_i > 1$ regime, and dispersed heads, which are found in the $R_i < 1$ regime. Head dispersal is caused by a breakdown of overturning motion in the head, and a local Kelvin-Helmholtz instability on the exterior of the plume.

Prior to the work presented in this Chapter, the nature of transitions in the type of plume head that forms as experimental parameters are varied has not been systematically explored. Moreover, the conditions under which a stable laminar head changes its morphology have received little attention. Similarly, the scaling of the ascent velocity of forced buoyant plumes has not been previously studied. In Section 2.1, the experimental apparatus and protocols are described, and in Section 2.2 results for the velocity scaling and head morphologies are presented. A brief summary of the experimental findings is
given in Section 2.3.

2.1 Experimental design

The apparatus used for our forced plume experiments was a plexiglass tank with a vertical glass capillary tube built into the centre of the tank floor. The inner diameter of the capillary tube, which served as the outlet for fluid injected into the tank, was 3.0 mm, and the inner dimensions of the square tank were 13.4 cm between walls that were 50.2 cm high. A second, smaller square tank was also used which had 9.8 cm between its inner walls and a height of 33.7 cm. A syringe pump was connected to the bottom end of the outlet pipe, allowing fluid to be injected at a controlled, steady rate. The syringe was filled with glycerol-water solutions slightly less dense than the ambient glycerol-water solution into which they were injected. Ambient solutions used in this experiment ranged from a 20% to an 80% volumetric ratio of glycerol/water. The densities $\rho_a$ and $\rho_i$ of the ambient and injected solutions were measured using an Anton-Paar densitometer. Density measurements were made at the temperature that had been recorded in the room during the respective experiments. The room temperature was measured to $\pm 0.5^\circ$C, implying a possible systematic error in the absolute densities $\rho_a$ and $\rho_i$ of less than $\pm 0.0003$ g cm$^{-3}$. However, the difference in densities, $\Delta \rho = \rho_a - \rho_i$, is rather insensitive to the temperature, because of the very small difference in the thermal expansion coefficients of the two fluids. Since the ambient and injected fluids were nearly identical, the dimensionless ratio of their kinematic viscosities, $\nu_i/\nu_a$, was typically close to unity. The relevant dimensionless density difference $\Delta \rho/\rho_a$, along with other properties of the experimental fluids, are given in Table 2.1. Densities were measured with a densitometer at the same temperature at which a set of experimental runs were performed. Viscosities were interpolated from data given in Ref. [83].

Two methods of visualization were employed to observe the plumes. In the smaller of the two tanks, shadowgraphy was used. This technique requires a constant light source to be directed horizontally at the tank. By virtue of the difference in the refractive index of the injected and ambient fluids, the less dense (injected) fluid projects a dark image onto translucent white tracing paper attached to the tank at the opposite side to the light source. A digital CCD camera was used to capture the shadowgram images of the ascending plume. The sets of experiments for which shadowgraphy was used to observe plume behaviour are specified in Table 2.1 by set names beginning with “S”. In the
larger tank, blue dye was added to the injected fluid for visualization purposes. As fluid was being injected and a growing plume was formed, a digital CCD camera was used to capture images of its evolution. These experiments are given in Table 2.1 by set names beginning with “D”. For both the dye and the shadowgraphy experiments, the injected flow rate $Q$ was varied in the range of $3.3 \times 10^{-2}$ mL/s to $6.67 \times 10^{-1}$ mL/s. Altogether, 34 plumes were analyzed.

<table>
<thead>
<tr>
<th>Set</th>
<th>$\rho_i$ (g/cm$^3$)</th>
<th>$\rho_a$ (g/cm$^3$)</th>
<th>$\Delta \rho/\rho_a \times 10^2$</th>
<th>$\nu_i \times 10^{-6}$ (m$^2$/s)</th>
<th>$\nu_a \times 10^{-6}$ (m$^2$/s)</th>
<th>$\nu_i/\nu_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>1.0590</td>
<td>1.0599</td>
<td>0.0849</td>
<td>1.80</td>
<td>1.86</td>
<td>0.968</td>
</tr>
<tr>
<td>S2</td>
<td>1.1151</td>
<td>1.1166</td>
<td>0.134</td>
<td>3.95</td>
<td>4.17</td>
<td>0.947</td>
</tr>
<tr>
<td>D1</td>
<td>1.1745</td>
<td>1.1775</td>
<td>0.255</td>
<td>16.5</td>
<td>17.8</td>
<td>0.927</td>
</tr>
<tr>
<td>D2</td>
<td>1.1752</td>
<td>1.1797</td>
<td>0.381</td>
<td>16.5</td>
<td>19.1</td>
<td>0.864</td>
</tr>
<tr>
<td>D3</td>
<td>1.1897</td>
<td>1.1920</td>
<td>0.193</td>
<td>24.3</td>
<td>26.3</td>
<td>0.924</td>
</tr>
<tr>
<td>D4</td>
<td>1.2045</td>
<td>1.2160</td>
<td>0.946</td>
<td>40.7</td>
<td>66.2</td>
<td>0.615</td>
</tr>
<tr>
<td>D5</td>
<td>1.2135</td>
<td>1.2161</td>
<td>0.214</td>
<td>59.9</td>
<td>66.2</td>
<td>0.905</td>
</tr>
</tbody>
</table>

Table 2.1: Fluid properties of the various injected (subscript $i$) and ambient (subscript $a$) glycerol-water mixtures.

2.2 Results and discussion

2.2.1 Ascent velocity and scaling

After a short transient, plume heads ascend at a constant velocity. Linear fits of $h$ values extracted from time lapse images were used to determine head velocities, $v_h$, as shown in Fig. 2.1. These fits excluded data in the immediate vicinity of the outlet, which was selected to be $h < 4$ cm. Typically, in the very early stages of plume head formation, the ascent of the head is slower than in the linear regime. In these stages, the head accelerates towards the constant velocity that it eventually achieves.

As is apparent from Fig. 2.1, for the D4 set of experimental runs, the ascent velocity of the plume head, $v_h$, increases with the injection flow rate $Q$. This trend is consistent for all data sets. To establish the scaling of $v_h$ for all experimental runs, we applied dimensional analysis. We assumed that the flow in the system was dependent on five physical variables: $v_h$, $d$, $\nu_i$, $Q$, and $g'$. Here, $d$ is the diameter of the outlet tube, $\nu_i$ is the kinematic viscosity of the injected fluid, $Q$ is the injected volume flux, and $g' = g\Delta \rho/\rho_a$ is the reduced gravity, where $g$ is the acceleration due to gravity. Since
Figure 2.1: The vertical position of the plume head as a function of time for the D4 experimental runs at five injection flow rates. The solid lines show the linear best fit for plume heights above 4 cm. The slopes of these lines are the constant ascent velocity $v_h$ of each plume.
there are five variables and three fundamental dimensions, a straightforward application of the Buckingham Π theorem \cite{84} implies that two dimensionless groups describe the system. They are

\[\Pi_1 = \frac{v_h^2}{g'd} \text{ and } \Pi_2 = \frac{Q_m}{\mu_i d}.\] (2.1)

\(\Pi_1\) is the inverse of the Richardson number, discussed below, and since \(Q_m = Q \rho_i\) and \(\mu_i = \rho_i \nu_i\), \(\Pi_2\) can be written as

\[\Pi_2 = \frac{Q}{\nu_i d}.\] (2.2)

Since \(Q = Av_{avg}\), where \(A\) is the cross sectional area of the outlet pipe and \(v_{avg}\) is the average velocity of the fluid in the pipe, \(\Pi_2\) can be further rewritten as

\[\Pi_2 = \frac{\pi v_{avg} d}{4 \nu_i},\] (2.3)

which is the standard expression for the Reynolds number, \(Re\), multiplied by \(\pi/4\). We can therefore recast the question of \(v_h\) dependence on \(Q\) as one that instead involves the relationship between two well-known dimensionless parameters, which are

\[Ri = \frac{g'd}{v_h^2}\text{ and } Re = \frac{4 Q}{\pi \nu_i d} = \frac{v_{avg} d}{\nu_i}.\] (2.4)

Here, \(Ri\) is the plume Richardson number, the ratio of the buoyancy forces driving the plume to the inertial terms in the Navier-Stokes equations. \(Re\) is the standard Reynolds number for the flow in the outlet pipe based on its diameter \(d\) and average flow velocity \(v_{avg}\). We have \(Q = Av_{avg}\) in a pipe with the cross sectional area \(A = (\pi/4)d^2\).

Plotting \(Ri\) vs. \(Re\) on logarithmic axes, as shown in Fig. 2.2, we find that all the experimental data collapse on a single curve. The dependence is well described by a power-law that spans almost three decades in \(Re\) and more than two decades in \(Ri\). \(Re\) covers a range from \(Re \sim 0.1\) to \(Re \sim 100\), and remains small enough so that the flow in the outlet pipe is never turbulent. The range of \(Ri\) straddles \(Ri \sim 1\), so that we observe both flow regimes that are dominated by injected momentum (\(Ri \ll 1\), for large \(Re\)), and plumes in which buoyancy forces dominate (\(Ri \gg 1\), for small \(Re\)). The power law is of the form

\[Ri = a Re^k.\] (2.5)

From a least squares fit of all of the experimental data on Fig. 2.2, it was determined that \(a = 4.3 \pm 0.2\) and \(k = -0.96 \pm 0.05\). Thus, we arrive empirically at the remarkably
Figure 2.2: The dependence of the plume Richardson number on the Reynolds number of the injected fluid flow in the outlet pipe. The solid curve is a power law fit to the data, which gives $Ri = 4.3 \Re^{-0.96}$. The dashed red line indicates $Ri=1$. The symbol shading indicates the plume head morphology: shaded symbols indicate confined heads, while open symbols denote dispersed heads.
simple result that $R_i$ is approximately proportional to $Re^{-1}$, or equivalently that $R_i Re = \text{const.}$ From Eqn. 2.4, this implies

$$Ri Re = \frac{4 g' Q}{\pi v_h^2 \nu_i} = 4.3 \pm 0.2,$$

i.e. that all forced compositional plumes are described by a single dimensionless group that is independent of $d$, the diameter of the outlet pipe. Isolating $v_h$ in eq. 3, we find

$$v_h = (0.54 \pm 0.01) \left( \frac{g' Q}{\nu_i} \right)^{1/2}.$$

The above expression for the head ascent velocity $v_h$ may be regarded as a generalization for forced compositional plumes of the classic scaling proposed by Batchelor [3] for the velocity $v_c$ of purely thermal plume conduits given by

$$v_c \propto \left( \frac{g\alpha P}{\nu \rho C_p} \right)^{1/2}.$$

Here, the thermal buoyancy flux $g\alpha P/\rho C_p$ replaces the densimetric compositional buoyancy flux $g' Q$ in Eqn. 2.7, where $\alpha$ is the thermal expansion coefficient, $P$ is the power input by the heater, $\nu$ is the kinematic viscosity of the isoviscous solution, $\rho$ is the density of the ambient solution, and $C_p$ is the specific heat of the fluid. For the centreline velocity of a steady thermal plume, $v_{cl}$, the proportionality constant in Eqn. 2.8 is a known function of the Prandtl number [85],

$$v_{cl} = \left[ \frac{1}{2\pi} \log \epsilon^{-2} \right]^{1/2} \left( \frac{g\alpha P}{\nu \rho C_p} \right)^{1/2},$$

where $\epsilon$ is a solution of $\epsilon^4 \log \epsilon^{-2} = \text{Pr}^{-1}$. This result could presumably be generalized to the forced compositional case for which the Schmidt number $Sc$ would replace $Pr$.

Experiments [28, 29] on thermal starting plumes in fluids with various Prandtl numbers found that the head rise velocity $v_h$ was related to the conduit centerline velocity given in Eqn. 2.9 by

$$v_h = (0.57 \pm 0.02) v_{cl}.$$

Within error, the prefactor in Eqn. 2.10 is the same as the prefactor in Eqn. 2.7. The prefactor is less than one for the obvious reason that the growing plume head must be
Figure 2.3: The nearly self-similar evolution of a typical confined plume head. Each image is 5s apart. The plume is from set D5 and the injection rate was $Q = 2.00 \times 10^{-1}$ mL/s. From the first to the last image in the sequence, $h$ increases from 20.5 cm to 35.2 cm, and the size of the head increases from $1.9 \text{ cm} \times 2.3 \text{ cm} (\ell_h \times w_h)$ to $2.4 \text{ cm} \times 3.1 \text{ cm}$.

supplied by a higher speed conduit.

The physical reason for the scaling of the ascent velocity in each case is clearly the fact that the morphology of the plume eventually becomes independent of conditions near the isolated source of buoyancy flux. In our case, this implies that $v_h$ should become independent of the diameter of the outlet pipe $d$. Since $d$ is the only length scale in the problem, only a single dimensionless group is required in the overall scaling of $v_h$, as in Eqn. 2.7.

2.2.2 Morphology of the plume head

The simplicity we found in the previous section for the scaling of the ascent velocity does not extend to the scaling of the plume head morphology. While the ascent velocity shows the same power-law scaling across a wide range of Re, the head morphology cannot be described by a single characteristic scaling over the same range. We found instead that there were two distinct types of plume head that exist on either side of $R_i \approx 1$. For lack of an established taxonomy, we classify these head morphologies simply as confined for $R_i > 1$ and dispersed for $R_i < 1$. The distinguishing feature is the presence or absence of a stable vortex ring in the lobe of the plume head as it grows during its ascent. Confined heads, which are observed for larger $R_i$, exhibit such stable overturning structures, while for unconfined heads, observed for smaller $R_i$, the vortex ring exists for only a short time before it collapses and disperses. The domain of each type nicely meet at $R_i \approx 1$, as indicated in Fig. 2.2, which forms a reasonably sharp boundary between the two morphologies. In addition to the stability and size of the vortex ring generated in the lobe, the two types of head have other distinguishing characteristics which are described below.
Figure 2.4: Head width as a function of head length for the D4 set of experiments. All of the plume heads in this set were confined. The head scales \( w_h \) and \( \ell_h \) have been nondimensionalized as Reynolds numbers \( \text{Re}_{h_w} \) and \( \text{Re}_{h\ell} \), respectively.
Figure 2.5: A sequence of images of a dispersed plume head during the evolution of a D2 starting plume with $Q = 2.67 \times 10^{-1}$ mL/s. Each image is 2s apart. From the first to the last image in the sequence, $h$ increases from 10.4 cm to 31.0 cm. The dimensions of the plume head in a) are $l_h = 1.6$ cm and $w_h = 2.1$ cm.

A confined head is the classic mushroom-shaped laminar plume head. This type of head is shown in Fig. 1.1, and in a sequence of images in Fig. 2.3. We use the term “confined” to describe this type of head because the fluid that comprises it remains within a compact structure. This structure is preserved for the duration of the life of the starting plume, which ends when the head collides with the top of the tank. The fluid in the head circulates around an axisymmetric vortex ring that remains localized near the top of the plume. As shown in the sequence in Fig. 2.3, in order to accommodate the influx of new fluid delivered to the head through the conduit, over time, a confined plume head grows and its vortex ring increases in size. We studied the growth of the head by measuring the width of the head $w_h$, and the length of the head $l_h$, as defined in Fig. 1.1, at various times. These two lengths were nondimensionalized by their associated Reynolds numbers,

$$
Re_{hw} = \frac{v_h w_h}{\nu_i} \quad \text{and} \quad Re_{hl} = \frac{v_h l_h}{\nu_i}.
$$

(2.11)

Figure 2.4 shows how the $Re_{hw}$ scales with $Re_{hl}$, for all of the confined D4 plumes. We find that $Re_{hw}$ is simply proportional to $Re_{hl}$, independent of $Q$. In all cases, $Re_{hw} \sim$
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$C \text{Re}_{h\ell}$, with $C = 1.24 \pm 0.04$, and hence the aspect ratio of the head is constant, with $w_h/\ell_h = 1.24 \pm 0.04$. This behaviour is typical for plume heads in the confined regime.

This simple scaling is not found in dispersed plume heads. The evolution of a dispersed head is shown in Fig. 2.5. In contrast to confined heads, dispersed heads do not remain compact and do not contain a stable vortex ring structure. Instead, the height of a dispersed head elongates faster than its width, as shown in Fig. 2.6 for D1 plumes. The head dimensions $w_h$ and $\ell_h$ are only clearly defined in the early stages of growth, after which instabilities in the lobe take over, as shown in Fig. 2.5.

A vortex ring structure forms early in the evolution of a dispersed plume head, but subsequently becomes unstable by an interesting mechanism. The vortex in the lobe fails to draw in all of the fluid being delivered to it from the outer layer of the head. Instead, the flow diverges and some of the fluid is directed upward and eventually escapes the vortex ring. At the moment when this vortex entrainment breaks down, a hammer-shaped structure, unique to dispersed heads, is observed. This structure is barely discernible in Fig. 2.5a,b, and is shown in detail in Fig. 2.7. At the site of the hammer structure, the plume head protrudes outwards, forming a bell shape. Above the protrusion, an instability, which looks like a Kelvin-Helmholtz instability, develops in the outer fluid layers, and the vortex ring becomes cut off from the influx of new fluid. Thereafter, the remnants of the vortex ring near the lobe dissipate, and an elongating fluid skirt that trails below the advancing head is formed. The evolving skirt exhibits further instabilities, while the overall flow remains axisymmetric, as seen in Fig. 2.5. A contributing factor to the development of these instabilities are small amplitude bulges of fluid that develop in the plume conduit. The bulges develop well above the outlet, and move upward at a higher velocity than $v_h$, causing fluctuations in the volume flux feeding the head. Bulges are visible in the portion of the conduit shown in Fig. 2.5 f-j.

The scenario for dispersed head evolution we have described above is typical of heads that form near $Ri \approx 1$. For $Ri < 1$, the head forms Kelvin-Helmholtz like instabilities relatively quickly, before the hammer and bell shapes have time to develop. It should be noted that a Kelvin-Helmholtz instability will develop when the local shear reaches $Ri < 1/4$ [4], where the shear velocity and thickness of the shear layer are the important parameters. It is known from simulations [33] that below this critical value of $Ri$, Kelvin-Helmholtz instabilities appear in a starting plume head. The global Richardson number we have defined for the whole plume, Eqn. 2.4, is not identical to the local Richardson number that governs the Kelvin-Helmholtz instabilities of the plume head.
Figure 2.6: Head width as a function of head length for the D1 set of experiments, nondimensionalized as Reynolds numbers. With the exception of the plume with the lowest value of $Q$, all these plumes are dispersed. For all dispersed plumes, the head length grows faster than the width as the lobe becomes unstable.
Figure 2.7: An image of the axisymmetric hammer-shaped structure (indicated by the arrows) that results from the onset of a divergent flow structure beneath the underbelly of the head. This structure is not observed in confined heads. The head is from a D3 plume with injection rate $Q = 6.67 \times 10^{-1}$ mL/s. The dimensions of the plume are $h = 21.9$ cm, $w_h = 3.7$ cm, and $\ell_h = 3.3$ cm.
2.3 Summary

In summary, we have experimentally explored the scaling and morphology of forced compositional plumes, which could also be called buoyant jets, in the laminar regime. We focused on starting plumes, for which a well-defined, ascending head exists. From dimensional analysis, we found that the system is described by the Richardson number of the plume and the Reynolds number of the injected buoyant fluid in the outlet pipe. We experimentally determined that the Richardson number, which scales with the inverse square of the head ascent velocity, had a simple power law relationship with the Reynolds number, which scales with the volumetric flux of the injected fluid. This scaling is exactly such that the diameter of the outlet pipe $d$ drops out. This reflects the physical fact that the ascending compositional plume’s morphology and speed eventually become independent of the details of the localized source of buoyancy and momentum that produced it. This result generalizes some previous observations and theory for thermal plumes to the case of forced compositional plumes. Our results are specific to the case of large Schmidt number and nearly isoviscous plumes.

The morphology of the advancing plume head exhibits two clear forms, depending on the Richardson number. For large Richardson numbers, we observe confined plume heads which contain a stable vortex ring and retain their mushroom shape throughout their evolution. These plume heads show a simple self-similar scaling. For small Richardson numbers, the plume heads become unconfined when the flow feeding the vortex ring fails to close and a thin, trailing skirt is formed. This skirt undergoes subsequent local instabilities that appear to be of the Kelvin-Helmholtz type.

It would be interesting to extend this study to the case of forced plumes with both thermal and compositional effects, to non-isoviscous cases and to forced plumes ascending in a density stratified medium.
Chapter 3

Autocatalytic Chemical Starting Plumes

As we have shown in Chapter 2, buoyant starting plumes may develop well-defined mushroom shaped heads. In conventional starting plumes, overturning flow in the head entrains less buoyant fluid from the surroundings as the head rises, robbing the plume of its driving force. We consider here a new type of plume in which the source of buoyancy is an autocatalytic chemical reaction. The reaction occurs at a sharp front which separates reactants from less dense products. In this type of autocatalytic plume, entrainment assists the reaction, producing new buoyancy which fuels an accelerating plume head. In some cases, as the plume evolves, the head detaches from the upwelling conduit, forming an accelerating, buoyant vortex ring. A second-generation head then develops at the point of detachment. Multiple generations of autocatalytic vortex rings can detach from a single triggering event.

This Chapter is organized as follows. In Section 3.1 we will discuss the details of the fluids and apparatus used for our experiments. Section 3.2 gives a comprehensive account of the behaviour of autocatalytic chemical starting plumes. This will be followed by the development of two simple models of autocatalytic chemical plumes in 3.3, and then a summary in Section 3.4.
3.1 Experimental design

3.1.1 Reactant preparation and fluid properties

Reactant solutions were prepared using reagent grade chemicals and distilled water. In addition, most reactant solutions also contained glycerol, the purpose of which was to adjust the viscosity of the reactant mixture. Solutions with as much as 50% by volume glycerol were used, and properties of these solutions are given in Table 3.1. Densities were measured with a densitometer, viscosities were interpolated from data given in Ref. [83]. Values for the diffusion constant were calculated by using the known iodate diffusion constant in water [34] and using the Stokes-Einstein relation [86]. Unless otherwise stated, the percentage of glycerol in solution refers to the volume percent, rather than the mass percent. Iodate stock solutions were prepared by dissolving KIO$_3$ powder in distilled water. Arsenous acid stock solutions were prepared by dissolving As$_2$O$_3$ powder in hot, stirred water. These stock solutions were diluted so that the working solution contained $[\text{IO}_3^-]=0.005\text{M}$ and $[\text{As(III)}]=0.020\text{M}$. Given that $[\text{As(III)}]/[\text{IO}_3^-]=4$, the reaction mechanism is described by Eq. 1.19. These concentrations were not varied in the experiments we report here. Congo Red indicator was used to visualize the reaction fronts. It was present in solution at a concentration of $2 \times 10^{-5}\text{M}$. Congo Red has a pH range of 3.0 to 5.0, where the acid form is blue and the base form is red. The reaction front leaves in its wake a product solution with pH of $\sim 2.7$, so that the upwelling blue products are easily visible within the red unreacted solution. The solution temperature was constant at $24.0 \pm 1.0^\circ \text{C}$.

The IAA reaction can be initiated locally at the negatively biased part of a platinum electrode. This method, however, was not used for the autocatalytic plume experiments. When a voltage was applied across an electrode in IAA solution, it triggered a reaction front and also introduced heat and bubbles into the solution. Since we required that the reactant solution remain quiescent during front initiation, we did not use this method to initiate a front. We therefore settled on another method for initiating the reaction front; the injection of a small amount product solution into the solution via syringe. The product solution was typically produced on a petri dish by adding a drop of hydrochloric acid to leftover reactant solution prepared for an experimental run. The initiation of the front in the autocatalytic plume apparatus is discussed further in Section 3.1.3.
Table 3.1: Fluid properties of the reactant fluids for various glycerol-water concentrations at 24.0°C.

3.1.2 Reaction front velocities

To our knowledge, the IAA reaction has not been studied in a glycerol-water mixture before. To acquire basic information about the effect of glycerol concentration on propagation of the reaction front, we studied the ascent and descent of the IAA reaction front in a vertically oriented capillary tube. In a thin tube, descending fronts are hydrodynamically stable, and therefore propagate by reaction-diffusion only, thereby allowing for the velocity of the front to be measured independent of buoyancy effects.

All capillary tube experiments were performed inside a fluid jacket with a constant temperature of 25.0±0.1°C. The jacketed capillary tube apparatus was constructed by drilling two holes in each of two rubber stoppers; one hole in the center to hold the capillary tube and the other hole through which a small pipe was fitted. The piping was used to connect the apparatus to a Neslab RTE-111 fluid bath capable of controlling the temperature of the fluid in the jacket to the nearest tenth of a degree. The apparatus was connected to a sturdy frame attached to an optical table and held in a vertical position.

The capillary tube used for this experiment has an inner diameter of 3.0 mm. The tube diameter was determined by finding the difference between the weight of the tubes with water in them and without. The diameter could then be calculated using the density of water at room temperature. The reaction fronts were initiated at the bottom of the capillary tube. Between each run the capillary tube was flushed with distilled water and then with reactant solution before it was refilled. Front speeds were determined by tracking the position of the front as it propagated. This was done by viewing the front through a cathetometer that moves vertically on an attached Vernier scale. The position of the front at specific times was recorded to the nearest second over intervals of 5-10
minutes for at least an hour. Once the ascending motion was tracked, the tube was turned upside down in order to track descending front motion. Front velocity, \( v_f \), was constant for all experimental runs, and was calculated from the slope of the position-time data.

The shape of descending fronts were always flat across the diameter of the capillary tube. Front motion in this case is purely an effect of reaction-diffusion. This is in contrast to the majority of ascending fronts observed, where the front shape was a convex curve spanning the diameter of the tube. The curvature of the front is due to the reaction-diffusion-convection nature of the front [46, 87]. As shown in Fig. 3.1, which shows the velocities of the fronts as a function of glycerol concentration, the velocities of the ascending fronts above concentrations of 40% glycerol were effectively the same as the velocities of the descending fronts. In these cases, no convection aided in the transport of product fluid, and these ascending fronts were also flat.

Velocities of descending pure reaction-diffusion fronts decrease linearly with the percentage of glycerol present in the solution. The decrease is due to the effect that increased viscosity has on the speed with which the catalyst molecules diffuse. This effect is shown by the decreasing values of the molecular diffusion constant with glycerol concentration shown in Table 3.1. The velocity of ascending fronts, however, has a more complicated dependence on glycerol concentration. The difference between the ascending and descending front velocities for any given concentration is at its maximum for the 10% glycerol solution, which is slightly larger than the difference measured for solution free of glycerol. Beyond 10% glycerol, the difference between ascending and descending front velocities decreases steadily towards zero. Clearly, as the viscosity of the solution increases, the effects of convection are increasingly quenched, up to the point where they disappear entirely for the 40% solution. The parameters involved with quenching of convection for ascending reaction fronts in capillary tubes has been found to depend on the dimensionless parameter \( S \) defined in Eq. 1.28 [47, 87].

The front velocity data from this Section is used in Sections 3.3 and 4.2.2 to construct simple models of autocatalytic starting plumes, and steady plumes, respectively. It is also used to calculate parameters used for our simulation of autocatalytic plumes, which is the subject of Chapter 5.
Figure 3.1: The velocity of ascent and descent for the IAA front in solutions with various concentrations of glycerol (by volume percentage).
3.1.3 Starting plume apparatus

The apparatus used for producing IAA starting plumes is shown in Fig. 3.2. The reaction tank was a large glass cylinder sealed at each end by large rubber stoppers. A capillary tube entered through a hole in the lower stopper. The outside end of the capillary tube was sealed with a short plastic tube clamped at one end which formed the initiation volume. The plastic tube was filled by a porous plug made of loosely packed cotton. Reactions were initiated by inserting a thin hypodermic needle into the plastic tube and then injecting a very small amount of product solution into the porous plug. The plug served to quench any hydrodynamic disturbance of the reactant solution during reaction initiation. As it ascends, a reaction front first must make its way through the plug, and then into the capillary tube. Upon reaching the end of the submerged portion of the capillary tube, a front is then able to escape into the larger tank, initiating a plume. The apparatus was illuminated from behind and still images of the evolving front were captured using a digital camera.

When the front was released from a very narrow capillary tube with diameter 0.9 mm into the larger tank, we found that the front did not propagate. This “front death” phenomenon is due to the requirement of a minimum critical concentration of autocatalyst near the initiation region, which therefore cannot be too small. Such a threshold effect is predicted [73, 70] for cubic autocatalysis in three dimensions. A similar scenario called the Allee effect is observed in population dynamics [88], where plant and animal species suffer a decrease in their per capita rate of increase when their population density is not above a critical threshold. To our knowledge, front death has not been experimentally investigated for the IAA reaction. This constraint was easily overcome by using a large enough capillary tube to launch the reaction into the large tank. A diameter of 2.7 mm proved to be sufficient.

3.2 Results and discussion

3.2.1 Starting plume characteristics

The various stages in the evolution of a free autocatalytic plume are shown in Fig. 3.3, which shows an experimental run in 40% glycerol solution. Initially, the plume rises out of the capillary tube and its head remains roughly spherical. This stage of growth is shown in Fig. 3.3a. In this initial stage, there is essentially no entrainment of reactant
solution into the plume head, which grows slowly. In this stage, the head grows primarily from product fluid entering the head from the upwelling conduit. Later, vortical motion in the head leading to entrainment of unreacted fluid sets in. Fig. 3.3b shows a plume head well past the onset of entrainment. This shows the familiar mushroom-shaped head for a plume in which the surrounding fluid is being drawn into the head by a single overturning vortex ring.

As the entraining autocatalytic plume continues to ascend and enlarge, the plume head begins to pinch-off from the upwelling conduit. The pinch creates a bottleneck in the conduit which swells as it fills with rising product solution. During the swelling below the bottleneck, what was formerly the head of a starting plume becomes an essentially free vortex ring. As shown in Fig. 3.3c, the vortex ring detaches from the conduit, and is eventually connected only by a very thin filament of product solution. The swelling
Figure 3.3: A sequence of images showing the evolution of the plume structure. (a) 202 s, (b) 328 s, (c) 458 s and (d) 554 s after exiting the capillary tube.
in the conduit develops into a new, second generation plume head. In Fig. 3.3d, a new pinch-off process has started again below the second generation plume head. Yet another bottleneck is formed when the second generation head pinches-off and becomes a vortex ring. The new bottleneck swells and the process is repeated. In the plume apparatus discussed in Section 3.1.3, we have observed as many as four generations of pinch-off and subsequent vortex ring formation in autocatalytic plumes. The fourth generation plume head eventually reaches the top boundary of the reaction vessel, closing the possibility of further pinch-off. Some experiments were performed in a cylinder longer than in the standard apparatus, and these will be discussed further in Section 3.2.3.

From the digital images of plume evolution, we determined the height and width of the ascending buoyant plume as a function of time. Height was measured from the top of the front to where it exited the capillary tube, and the width refers to the maximum width across the head or free vortex ring. In this Section, only the first generation head and vortex ring are considered in the analysis. A discussion of subsequent generation plume heads will be presented separately in Section 3.2.3. Typical width and height data for first generation head formation of an autocatalytic plume is shown in Fig. 3.4. This data is from the 40% glycerol plume shown in Fig. 3.3. Fig. 3.4a shows that the width of the plume goes through three distinct regions of approximately linear growth. The initial, and slowest, growth rate occurs in the initial stages of head development, when there is no obvious entrainment into the plume head maintains a roughly spherical shape. A transition to a second, increased growth regime occurs once a vortex ring develops in the head. The vortical motion entrains surrounding reactant solution into the head, which in turn reacts and increases the head buoyancy. Finally, the third and fastest growth regime occurs when the plume head detaches and becomes a thermal. Fig. 3.4b shows that the head accelerates during its ascent. The acceleration of the plume head continues after it has pinched-off, even though it is almost entirely disconnected from the conduit. The acceleration continues until the plume head, which is now a free thermal in the form of a vortex ring, reaches a maximum velocity. Boundary effects then cause it to decelerate as it nears the top of the tank.

The free vortex ring reaches a maximum velocity because of spatial limitations on its growth. As the ring widens, the cylindrical wall of the tank constrains head growth. Relative to past experiments involving IAA reaction-driven flow in thin cells and thin tubes, the wall boundary in the reaction vessel has much less influence on the flow. However, it should be noted that the IAA autocatalytic plumes we have produced are
Figure 3.4: The growth of the plume as a function of time, up to the completion of the first pinch-off, showing (a) the width of the head, and (b) its height. Colored lines in (a) show the nearly linear evolution of the width in the three regimes indicated. Vertical arrows indicate the positions of images (a), (b) and (c) from the previous figure.
by no means free of wall effects. Wall effects on flowing bodies have been extensively analyzed in the literature regarding the problem of calculating the drag coefficient for flow around a sphere at low Reynolds number. The rich history of this problem is reviewed in Ref. [89]. In experimental efforts to measure the drag coefficient, it has been noted that finite geometries cause the most significant experimental errors [90, 91, 92]. For the error to be less than 2%, it has been noted that the experimental tank must have a diameter more than 100 times the sphere diameter [91], and it has been estimated that a ratio of 50 between the inner diameter of the tank and the sphere will result in a 4% change in drag force [92]. In one set of experiments, it took a container diameter of over 700 times the sphere diameter to reduce the experimental error to better than 2% [90]. In the autocatalytic plume experiments detailed in this Chapter, the ratio of the inner diameter of the cylindrical container to the width of the plume head ranges from \( \sim 30 \) for small heads to as low as \( \sim 2 \) when the plume head or free vortex ring is well developed.

Given the finite dimensions of the plume apparatus, viscous interaction with the walls is present even in the earliest stages of plume growth. However, wall effects are increasingly a factor in the motion of the plume head as its width increases to values closer to the diameter of the cylinder. As the ring reaches such values, vortical motion in the head quenches because of the restriction on flow imposed by the wall. This constraint causes the vortex ring to decelerate after it reaches a maximum velocity. As vortical motion becomes constrained by the wall boundary, it is no longer able to effectively entrain fresh reactant solution. Therefore, because of wall effects, the role that vortex motion plays in buoyancy enhancement of the thermal significantly decreases. Further experiments in different diameter containers could elucidate how the influence of wall effects can alter vortex motion in the plume head.

In addition to wall effects, free surface effects also decrease the velocity of the thermal close to the top of the tank. While the apparatus is closed on the top, the top of the fluid is still exposed to some air inside the container. Since glycerol is highly hygroscopic, it will absorb moisture from the air, which will slightly decrease the density of a layer of reactant fluid at the top of the tank.

Another feature of autocatalytic plume head morphology is the spherical shape of the top of the head, which we refer to as the head crest. This characteristic is shown in Fig. 3.5, which shows an image of a 40% plume head along with a circle fitted to data points indicating the crest shape. The shape data for the crest was extracted by using edge detection analysis of plume head images, and then fitting a circle to this data to
extract the radius of curvature, $R_c$. This procedure is similar to the method employed in a classic study by G. I. Taylor of the shape of bubbles rising in a cylinder [93]. The growth of $R_c$ over time for the plume head displayed in Fig. 3.5 is shown in Fig. 3.6, which shows that $R_c$ goes through two distinct periods of linear growth. This is in contrast to the previously discussed growth in head width, which has three distinct growth rates. While the transition from a small head without vortical motion to one with a vortex ring marks a change in growth rate of the width, it does not cause a change in the growth rate of $R_c$. Instead, the only transition observed in the growth of crest curvature is when the head pinches-off from the conduit. This transition coincides with the second growth rate change in width.

The same method used to calculate the spherical shape of the top of autocatalytic plume heads was also used to test whether or not the confined forced plume heads discussed in Chapter 2 have spherical crests. In the very early stages of confined head growth that occur while a vortex ring is forming in the head, the crest images fit a circle well, indicating that the crests are spherical. However, as the flow of buoyant fluid in the head underturns and forms a vortex ring, the plume heads assume the shape shown.
Figure 3.6: The radius of curvature as a function of time for the crest of an autocatalytic chemical plume head. The red line is the line of best fit for head curvature measurements prior to pinch-off, the blue line is fit to curvature data following pinch-off.

in Fig 2.3, in which the top of the heads deviate from a spherical form. As discussed previously in Section 2.2.2, they instead form a self-similar shape where the ratio between the head width and head length is held constant at \( \frac{w_h}{\ell_h} = 1.24 \pm 0.04 \). This ratio was also examined for autocatalytic plume heads, and it was found that they do not maintain a self-similar morphology, as shown in Fig. 3.7. Instead, \( \frac{w_h}{\ell_h} \) has a nonlinear, generally increasing trend with considerable fluctuation as the plume head evolves. A steep increase in the rate of change of \( \frac{w_h}{\ell_h} \) over time occurs after pinch-off has taken place.
Figure 3.7: The ratio of $\frac{w_h}{\ell_h}$ for autocatalytic plumes in a 30% (blue circles) and 40% (red circles) glycerol solution. The dashed line indicates the constant value of $\frac{w_h}{\ell_h}$ observed for forced plumes. At time = 0 is approximately when a vortex ring forms in the head, not the moment when the reaction front first emerges from the capillary tube.

3.2.2 Dimensionless scaling

It is useful to characterize autocatalytic starting plumes by various dimensionless numbers. This allows us to characterize the effects of concentration and temperature on flow fields in a general way, and it forms the foundation of the numerical plume model presented in Chapter 5. The dimensionless numbers discussed in this Section were introduced in a general way in Sections 1.2 and 1.3.2; they are revisited here and applied specifically to autocatalytic plumes.

The Reynolds number achieved by the autocatalytic starting plumes varied depending on the viscosity of solution. For all viscosities, the Reynolds number of the head never
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exceeded

\[ \text{Re} = \frac{vw_h}{\nu} \sim 20. \] (3.1)

This value for Re was reached in a 20% by volume glycerol run where \( w_h \sim 2.9 \text{ cm} \) was the diameter of the plume head, \( v \sim 0.12 \text{ cm/s} \) was the ascent velocity and \( \nu = 1.75 \times 10^{-2} \text{ cm}^2/\text{s} \) was the kinematic viscosity of the solution. While the flow is certainly laminar, it is not so slow as to be considered Stokes or creeping flow, for which \( \text{Re} \ll 1 \). Further discussion about the Reynolds number achieved by autocatalytic plume heads in solutions with different glycerol concentrations follows below in Section 3.2.3.

As discussed in Section 3.1.2, sufficiently viscous fluid in vertically oriented capillary tubes will suppress convection and the sharp IAA reaction front is observed to propagate at constant speed in either direction. The same effect is observed in sufficiently narrow capillary tubes in which the water is the only component of the solvent [46]. If the tube radius \( a \) is increased beyond a critical size, the front deforms and upward propagation is accompanied by convection [87]. Within a simple thin front approximation [87, 47], the relative importance of buoyancy is described by a dimensionless quantity

\[ S = \frac{g'a^3}{\nu D_c}, \] (3.2)

where \( \nu \) is the kinematic viscosity, \( D_c \) is the diffusion constant of the autocatalyst, and \( g' = g\delta = (\rho_u/\rho_r) - 1 \) is the reduced gravity which quantifies the dimensionless density jump between the reacted (\( \rho_r \)) and unreacted (\( \rho_u \)) solutions. The critical value for the onset of convection in round tubes is \( S_c \sim 90 \). At slightly larger values \( S > S_c \), a transition to an axisymmetric mode of convection can be identified [46]. In the plume experiments described below, a very large tube was used, corresponding to \( S \approx 10^8 \).

While \( \delta \) combines the effects of both thermal expansion due to the heat of reaction and the solutal density decrease of the product solution, more recent work considers these effects separately. Following the formulation in Refs. [45, 67, 94], the two separate Rayleigh numbers given in Eq. 1.11 may be used to characterize the contribution to buoyancy from thermal and solutal effects. Restated here, these Rayleigh numbers are

\[ \text{Ra}_T = \frac{g\alpha L^3}{\nu D_c} \Delta T \quad \text{and} \quad \text{Ra}_c = \frac{g\beta L^3}{\nu D_c} \Delta c, \] (3.3)

where \( \Delta T \) and \( \Delta c \) are the temperature and concentration differences across the reaction front. Here, \( \alpha \) and \( \beta \) are the thermal and compositional expansion coefficients, the
dimensional response of the fluid to changes in temperature and concentration of product, respectively. \( L \) is a length scale for which there are several possible choices, as discussed below. \( \text{Ra}_T \) and \( \text{Ra}_c \) are the thermal and concentration Rayleigh numbers; replacing \( a \) in Eq. 3.2 with \( L \), the length scale, the sum of \( \text{Ra}_T \) and \( \text{Ra}_c \) is equivalent to the driving parameter \( S \). \( \text{Ra}_T \) and \( \text{Ra}_c \) differ from the conventional definition of Rayleigh number, given in Eq. 1.8, by the replacement of \( \kappa \), the thermal diffusivity, with \( D_c \), the diffusivity of the catalyst.

Other dimensionless numbers that may be used to characterize autocatalytic chemical plumes are the Lewis number, \( \text{Le} = \kappa/D_c \), the Schmidt number, \( \text{Sc} = \nu/D_c \), and the Prandtl number, \( \text{Pr} = \nu/\kappa \), previously discussed in Section 1.2. For the 40\% glycerol solution, using \( \kappa = 1.2 \times 10^{-3} \text{ cm}^2/\text{s} \) and values from table 3.1, we find \( \text{Sc} \approx 9 \times 10^3 \) and \( \text{Le} \approx 3 \times 10^2 \). The large value of \( \text{Le} \) indicates that heat diffuses much faster than concentration, so we expect the reaction front to be very sharp compared to the smoother temperature field that will surround the plume. Similarly, \( \text{Pr} \approx 32 \) indicates that the flow field due to the viscous response of the surrounding fluid will still be smoother than the thermal field.

One choice for \( L \) is the small length scale \( \ell \) which emerges from the chemical rate constants. The thickness of the reaction front scales with \( \ell \), which is by far the shortest length scale in the problem. \( \ell \) can be estimated by introducing a reaction timescale \( \tau = 1/(\gamma \Delta c^2) \), where \( \gamma \) is a kinetic constant \( \gamma = k_c[H^+]^2 \) [67, 45, 94], and \( k_c \) is the rate constant from Eq. 1.21. Then \( \ell = \sqrt{D_c \tau} \). For a 40\% glycerol plume, using \( \gamma = 1800 \text{ M}^{-2}\text{s}^{-1} \), \( \tau = 22 \text{ s} \), and \( \ell = 1 \times 10^{-2} \text{ cm} \), the Ra numbers are \( \text{Ra}_T \approx 1.2 \) and \( \text{Ra}_c \approx 2.0. \)\(^1\)

The characteristic velocity, \( U = \ell/\tau = 4.5 \times 10^{-3} \text{ cm/s} \), is on the order of the velocity measured for traveling fronts in the absence of convection, which were measured to travel downward in a capillary tube at \( 9.9 \times 10^{-4} \text{ cm/s} \). In this scaling, then, we find that the plumes are rather weakly driven because \( \text{Ra}_T + \text{Ra}_c \) is of order 1. In the plume configuration, however, there is no threshold, or critical value of the driving parameter below which the front is hydrodynamically stable. In vertical tubes, where the length scale \( L \) is taken to be \( a \), the radius of the tube, fronts are stable against convection for \( S = \text{Ra}_T + \text{Ra}_c < 87.9 \) [47]. In our plume experiment, if \( L \) is taken to be the radius of

\(^1\)The following parameter values were used for calculations: \( g = 981 \text{ cm/s}^2 \), \( \Delta T = 0.5^\circ\text{C} \), \( \nu = 3.81 \times 10^{-2} \text{ cm}^2/\text{s} \), \( \alpha = 4.3 \times 10^{-4} \text{ C}^{-1} \), \( k_b = 4.5 \times 10^8 \text{M}^{-1}\text{s}^{-1} \), \( \Delta c = [\text{IO}_3^-]_0 = 0.005 \text{ M} \), and \( [\text{H}^+] = 0.002 \text{ M} \). \( \beta \Delta c \) was found by measuring \( \rho_u \) and \( \rho_r \) in a U-tube densitometer. It was found that \( \rho_r = 1.1124 \text{ g/cm}^3 \) and the isothermal density difference was found to be \( \rho_r - \rho_u = 4 \times 10^{-2} \text{ g/cm}^3 \). This gives a solutal dimensionless density jump of \( \beta \Delta c = (\rho_u/\rho_r) - 1 = 3.6 \times 10^{-4} \).
the tube, $Ra_T + Ra_c$ becomes very large, of order $10^7$. Another sensible scale to adopt for comparing plumes to tube and slot experiments is $L \sim R$, the radius of the plume itself. In this scaling, $Ra_T + Ra_c \sim 10^6$, still very large.

It should be noted that the above formulation for the reaction timescale is for an IAA system that is buffered to have a constant pH. In our unbuffered system, we make use of the pH change that occurs across the reacting front to visualize the location of the front. However, as shown in Ref. [56], the front propagation velocity changes very little within the pH change that we measure for our reacted and unreacted solutions. The unreacted solution has a pH of $\sim 5.9$, while the reacted solution has a pH of $\sim 2.7$.

From these scaling considerations, it is clear that the plumes are much more strongly driven by buoyancy than any convecting IAA reaction previously considered, yet they still occur at very moderate Reynolds numbers, and hence fall well within the laminar flow regime.

### 3.2.3 Subsequent generation plume heads

Analysis of autocatalytic chemical plumes in the previous Sections was restricted to the first generation plume head. As mentioned in Section 3.2.1, however, following pinch-off of a head, a subsequent generation head is produced below the progenitor preceding it. This process can repeat itself as the flow of upwelling product solution makes its way further up the tank. The possibility of pinch-off ends when a newly developing plume head does not have time to pinch-off before it reaches the top of the tank. In this Section, we extend our analysis to include all subsequent generation plume heads.

In the 32 cm high cylindrical tank, the maximum number of fully developed plume heads produced was four. This occurred for a run in a 30% glycerol solution. Typically, plume runs at concentrations of 30% glycerol and greater produced heads that pinched-off, while for 20% glycerol pinch-off seldom occurred. Experiments without glycerol did not produce pinch-off. To test whether or not the number of pinch-offs could be increased by giving plumes more vertical space to develop, a few runs were performed in an apparatus with equivalent dimensions to those given for Fig. 3.2, but with a cylinder height of 40.6 cm. These runs were only performed for glycerol concentrations of 20, 40, and 50%. For 50% glycerol plumes, no additional plume heads were generated. However, for 20% glycerol plumes, extending the length allowed for a single pinch-off to occur, as opposed to no pinch-offs for runs in the shorter cylinder. The maximum number of
Figure 3.8: The height as a function of time for five plume heads produced by a 40% glycerol (Sc = 9.2 \times 10^3) run in the long cylinder version of the apparatus.
fully developed heads for a 40% glycerol run in the longer cylinder was five, compared to three heads for the shorter cylinder. The ascent data for all five plume heads is shown in Fig. 3.8. For each of these heads, velocities were calculated for all sets of five consecutive height measurements, which occurred over a span of 30 seconds. This analysis was carried out for all plume runs. From the maximum velocity calculated for each plume head, $v_{\text{max}}$, a head Reynolds number, $Re_h = v_{\text{max}} w_h / \nu$ was calculated. Consistently, $Re_h$ for each plume head in a given run is approximately the same, with the exception of the final plume head. The value of $Re_h$ for the last head was always less than the others, mainly due to the smaller value of its $v_{\text{max}}$. This is because the last head develops closest to the top of the tank, which means that it has less time to accelerate than any of the other plume heads. In addition, by the time the final head is produced, the amount of space the final head has to develop is further decreased by the growing mass of product solution at the top of the tank.

For all plume runs, the head Reynolds number $Re_h$ was calculated and averaged for the all plume heads, with the exception of the final head if there was more than one. An average value of $Re_h$ was calculated for experiments that took place in fluids with same glycerol concentration, and these values are shown as a function of Schmidt number, $Sc = \nu / D_c$, in Fig. 3.9. Plumes produced for each of the Schmidt numbers displayed in Fig. 3.9 are shown in Fig. 3.10. The Schmidt number was used to characterize each fluid because it quantifies the effect of glycerol concentration on viscosity and on diffusion of the catalyst. For the two lowest Schmidt numbers, corresponding to runs in 0 and 20% glycerol, $Re_h$ is approximately the same. This is mainly due to the typical size of the head produced in these runs. As Fig. 3.10 shows, plumes in water produce very small heads, so while they rise faster than plumes in solution containing glycerol, $Re_h$ will always be limited by smaller $w_h$ values. For plumes in solutions containing glycerol, as $Sc$ increases, $v_{\text{max}}$ decreases for solutions with increasing viscosity. Meanwhile, across this domain of $Sc$, $w_h$ values at $v_{\text{max}}$ do not show significant variance. The general trend is that as glycerol concentration is increased (corresponding to an increase in $Sc$), there is a decrease in $Re_h$. Generally, in the range of viscosities we studied, all plumes that exhibit pinch-off, such as those shown in Fig. 3.10c-e, have similar morphologies, regardless of the number of times in that pinch-off occurs. These plumes all go through a similar process of growth outlined in Section 3.2.1, regardless of the variation in fluid parameters.
Figure 3.9: Head Reynolds number $Re_h$ averaged for multiple plume runs as a function of Schmidt number, $Sc$. The Schmidt numbers, in increasing order, are for glycerol concentrations of 0, 20, 30, 40, and 50%. Black shading of the data points indicates runs that do not pinch-off in the standard (shorter cylinder) apparatus, white shading indicates runs where at most one pinch-off occurred, and red shading indicates runs where two or more pinch-offs were observed.
3.2.4 Outlook on experimental autocatalytic chemical plumes

The plume experiments discussed in Section 3.2 mark the first study of buoyant, three-dimensional plumes that are directly driven by an autocatalytic reaction. However, two-dimensional plumes have been observed in other, more energetic reactions [95, 96]. Of course, conventional buoyant plumes [4, 28, 97, 98] and vortex rings [4, 99, 100] have been the subjects of extensive previous study.

There is great diversity in past experiments on conventional starting plumes. In typical experiments, conventional starting plumes are formed from a buoyancy flux at a point source. The buoyancy may be due to an isolated heat source, or a small inlet by which buoyant fluid is injected. The injected fluid will either be hotter than the surrounding medium, or compositionally buoyant, or both. In these cases, all the buoyancy is derived from processes external to the experiment and arrives with the volume of injected fluid. Subsequent stirring and entrainment of less buoyant surrounding fluid can only dilute and reduce this buoyancy. In the case of autocatalytic plumes, the volume of buoyant fluid injected to initiate the reaction is negligible, and all of the buoyancy is generated by the conversion of dense fluid into buoyant fluid at the thin reaction front.
Symmetrical plume heads similar to those observed in our experiment can be found in conventional starting plumes, such as those presented in Chapter 2 or in Ref. [98]. Moreover, the heads of these starting plumes can be observed to pinch-off to form buoyant thermals in the form of vortex rings. The formation of thermals by pinch-off has been the subject of theoretical and of experimental interest in conventional systems [22, 24, 101, 102]. Despite the fact that discrete thermals form in both conventional and autocatalytic systems, there is a critical difference in their respective behaviour. This difference is due entirely to the autocatalytic reaction used to drive buoyancy in our system. As a plume head or vortex ring rises, whether or not it is conventional or autocatalytic, it entrains surrounding fluid, stirring it into the structure. In the case of autocatalytic plumes, the surrounding fluid is reactant solution. The delivery of fresh reactant solution feeds the rising vortical structure as it becomes mixed into its interior, and causes it to accelerate both before and after pinch-off has occurred. This stirring is laminar, and presumably involves the extreme stretching of the thin reaction front within the vortex ring. The acceleration of autocatalytic plume heads is in contrast to the constant velocity rise behaviour previously observed in conventional plumes as discussed in Chapter 2. The continued acceleration of the head once it pinches-off and becomes a thermal is also unique to our autocatalytic system; conventional vortex rings expand and slow down after they have pinched-off [99].

3.3 Simple plume models

3.3.1 Model formulation

The early stages of growth of an autocatalytic chemical plume resemble a small sphere (the head) on top of a cylinder (the conduit). Moreover, even as the plume head develops a vortex ring in its underbelly, the top of the head maintains a spherical shape as it ascends, as shown previously in Fig. 3.5. We use these first approximations of plume shape to develop two simple dynamical models for plume velocity. In doing so, the question we seek to answer is: can the velocity of a chemical plume be modeled as a reacting sphere or cylinder? The cylinder model is an extension of a model of compositionally buoyant creeping plumes [11], where the terminal velocity of a cylinder in very low Reynolds number “Stokes” flow \((\text{Re} \ll 1)\) was used to model starting plumes as buoyant, growing cylinders. Similar to the cylinder model, the sphere model we develop makes use of
the terminal velocity of a sphere in Stokes flow to model the ascent of the plume head. While our experimental system only produces plumes in the Stokes flow regime for viscous fluids (40% glycerol and above) when plumes are in their early stages of development, it is nonetheless useful to extend the model from Ref. [11] to incorporate reaction into the model, and to compare reacting cylinders with reacting spheres in the Stokes regime.

The formulation of each of the models is very similar. Beginning first with the development of the cylinder model, we start with the terminal velocity, $W$, of a vertically oriented cylinder moving in low Re number flow [11, 103],

$$W = \frac{bg'r_c^2}{\nu} \log(L/r_c) \quad (3.4)$$

where $L$ is the length of a cylinder of radius $r_c$, as shown in Fig. 3.11, $b$ is the proportionality factor, $\nu$ is the kinematic viscosity of the fluid, and $g' = g(\rho_u - \rho_r)/\rho_u$ is the buoyancy of the cylinder, with $g$ the gravitational acceleration, and $\rho_r$ and $\rho_u$ being the densities of the cylinder (reacted fluid) and the surrounding unreacted fluid, respectively. The cylinder stays attached to the outlet, and therefore the change in length of the cylinder is simply

$$\frac{dL}{dt} = W. \quad (3.5)$$

The change in volume of the cylinder is equal to the volume flux from the reaction, which
is the surface area of the cylinder multiplied by the velocity, $v_f$, of the reacting front, or

$$\frac{d}{dt}(\pi r_c^2 L) = 2\pi r_c L v_f. \quad (3.6)$$

In this formulation, we have ignored the relatively small buoyancy flux contribution from the top of the cylinder, and only consider the contribution from the curved surface. Differentiating the above equation, we are left with

$$\frac{dr_c}{dt} = v_f - \frac{r_c}{2L} \frac{dL}{dt}. \quad (3.7)$$

Finally, substituting Eq. 3.4 into Eq. 3.7, our model for a reacting buoyant cylinder becomes a set of coupled first-order differential equations for $r_c$ and $L$,

$$\frac{dr_c}{dt} = v_f - \frac{g' r_c^3}{2\nu L} \log(L/r_c) \quad (3.8)$$

and

$$\frac{dL}{dt} = b \frac{g' r_c^2}{\nu L} \log(L/r_c). \quad (3.9)$$

The derivation of the ascent velocity of a buoyant reacting sphere is simplified by the fact that only one dimension of the sphere can change as it grows, as opposed to two for the cylinder. As we did for the cylinder case, we start with the terminal velocity for a sphere of radius $r_s$ in Stokes flow, which is

$$U = \frac{2}{9} k \frac{g'}{\nu} (r_s)^2, \quad (3.10)$$

where $k$ is the proportionality factor. The relevant dimensions for the sphere are shown in Fig. 3.11. Similar to the cylinder, the change in volume of the sphere is equal to the volume flux from the reaction, which is the surface area of the sphere multiplied by the front velocity, or

$$\frac{d}{dt}(\frac{4}{3}\pi r_s^3) = 4\pi r_s^2 v_f \quad (3.11)$$

which leads to the simple result that

$$\frac{dr_s}{dt} = v_f \quad (3.12)$$
and therefore

\[ r_s(t) = v_f t + r_{s0} \]  \hspace{1cm} (3.13)

Substituting this result into Eq. 3.10 gives an expression for the velocity of the sphere as a function of time

\[ U(t) = \frac{2 q'}{9 \nu} (v_f t + r_{s0})^2. \]  \hspace{1cm} (3.14)

Integrating \( U(t) \) therefore gives us the location of the sphere as a function of time.

### 3.3.2 Model results and discussion

To determine whether or not the ascent of viscous autocatalytic chemical plumes can be approximated as either reacting cylinders or spheres, or neither, we compared the height as a function of time produced by each model with experimental data. Eqs. 3.8 and 3.9 were integrated numerically using an ordinary differential equation solver based on an explicit Runge-Kutta (4,5) formula. Eq. 3.14 was integrated analytically to determine the position-time relationship of the sphere. The initial conditions for the integrations were taken directly from experimental data of plumes in the range of 1-1.5 cm above the outlet. A picture of such an “initial” condition is shown in Fig. 3.12. The exact height served as the initial position, \( x_0 \), of the sphere, or equivalently, the initial length, \( L_0 \), of the cylinder. The width of the small sphere of product solution was measured to determine the initial sphere radius, \( r_{s0} \), and the width of the conduit below the sphere was used to determine \( r_{c0} \). In the analysis of experimental data, \( t = 0 \) is considered to be the initial emergence of the front from the outlet, however since the model equations require a cylinder and a sphere to exist, the time \( t_0 \) at which the initial conditions were extracted is artificially set to the time \( t = 0 \) for convenience. The fluid parameters used were taken from Table 3.1, and values for \( v_f \) were taken from front velocity measurements shown in Fig. 3.1.

The coefficients \( b \) for the reacting cylinder and \( k \) for the reacting sphere determined by varying these parameters to find the best fit for each data set. Interestingly, the model which best matched the experimental data was not always the cylinder or the sphere. The best fit varied for different data sets. The sets that fit the cylinder model used a coefficient of \( b \sim 0.21 \), and those for which the sphere model fit best used a coefficient of \( k \sim 0.13 \). The cylinder and sphere model data are shown along with experimental data in Fig. 3.13, which also shows an image of the plume from this data set. Clearly, for
this data set, the cylinder model fits the experimental data very well. A different 40% glycerol run in which the sphere model better suits the experimental data is shown in Fig. 3.14, which once again also shows a picture of the plume from this data set. The reason why these different experimental runs (using the same fluid parameters) require different models to fit their behaviour has to do with the time (or equivalently, the height) at which the plume head pinches-off from the conduit. Plume heads that pinch relatively early are best described by the growing sphere model, whereas plumes where the heads stay attached to the conduit for a longer period of time are better described by the cylinder model. In either case, the fits only work up to the point where the experimental data shows a deceleration. The reasons why a plume head would decrease velocity in its later stages of development were described previously in Section 3.2.1.

Despite the simplicity of the two models we have presented, they both reproduce experimental data in different cases. In the case where one model of the two models fails to reflect the physical data, the other works much better. Different models work for different scenarios; the cylinder model works best for runs where the head stays attached to the conduit for a relatively long time, the sphere model works best for runs where the plume head makes an relatively early departure from the conduit. Ideally, for experimental data for plume runs in the same fluids, the experimental results would be reproduced to within a reasonable degree for each new run. While many of the same general characteristics of autocatalytic plumes were observed in effectively equivalent
Figure 3.13: Left: Ascent data from an autocatalytic chemical plume best described by the cylinder model. The curves are solutions for the cylinder and sphere models. Right: A picture of the plume that produced this data set at a height of 15.3 cm above the outlet.
Figure 3.14: Left: Ascent data from an autocatalytic chemical plume best described by the sphere model. The curves are solutions for the cylinder and sphere models. Right: A picture of the plume that produced this data set at a height of 8.6 cm above the outlet.
experimental runs, such as acceleration of the plume head and subsequent pinch-off, other characteristics of the runs varied, such as the height where pinch-off takes place and the number of pinch-offs observed. This variation suggests that there is an inherent reason for the element of unpredictability observed in this system. One of the most useful aspects of the model is that it helps provide an explanation as to why this is the case.

In evaluating the initial conditions needed to execute the integrations needed for the model, it was clear that in the earliest stages of plume development there was some slight variation in the parameters measured at $t_0$, even for plumes at nearly exactly the same height. The largest variation was in the size of the approximately spherical head. In some cases it was barely distinguishable from the conduit, whereas in other it was large enough to be clearly distinguished from the conduit. To investigate the sensitivity of the initial conditions, the cylinder and sphere models were compared for different values initial sphere radius $r_{s0}$. The value $\beta = r_{s0}/r_{c0}$ is used to express the ratio of the initial sphere and cylinder radii. The results of this comparison for initial conditions $x_0 = L_0 = 1.0$ cm, and $r_{c0} = 0.1$ cm, and fluid parameters $(\rho_u - \rho_r)/\rho_u = 3.6 \times 10^{-4}$, $\nu = 3.81 \times 10^{-2}$cm$^2$/s, and $v_f = 1 \times 10^{-3}$ cm/s, along with proportionality constants $k_w = 0.125$ and $b = 0.205$ are shown in Fig. 3.15. For these conditions, it is clear that for $\beta = 1$ the plume will behave very much like the one pictured in Fig. 3.12, where pinch-off will occur later in the development of the plume. The height of the sphere in this simulation does not reach the height of the cylinder at any point during the course of the run. For $\beta = 1.5$, the sphere height overtakes the cylinder height at a height of approximately 17 cm. This indicates that pinch-off a plume at this $\beta = 1.5$ would occur earlier than for the $\beta = 1.0$ case. Finally, for $\beta = 2.0$, the sphere velocity overtakes the cylinder velocity much earlier than the $\beta = 1.5$ case. A plume with this initial condition would behave much like the plume shown in Fig. 3.14, in which pinch-off occurs relatively early. The initial conditions for the Fig. 3.13 plume are $x_0 = L_0 = 1.2$ cm, and $\beta = 1.0$ with $r_{s0} = 0.13$ cm, while for the Fig. 3.14 plume they are $x_0 = L_0 = 1.4$ cm, and $\beta = 1.6$ with $r_{s0} = 0.22$ cm.

Taking into account the limitations of comparing our experimental results to models developed for flow in the Stokes regime, it is nonetheless useful to use these models as a guide for helping to understand the behaviour of autocatalytic plumes, even though their flow is only in the Stokes regime during the earliest stages of their development. The model results suggest that the evolution of an autocatalytic plume is sensitively dependent on the dimensions it takes in the very earliest stages after it emerges from the
Figure 3.15: Cylinder and sphere model solutions at three different values of $\beta = r_{s0}/r_{c0}$. 
outlet. Small differences in these dimensions play a critical role in the amount of time it takes for the initial head to pinch-off. Since an earlier pinch-off will result in more time for multiple pinch-offs to occur, slight differences in “initial” plume dimensions also account for the variability observed in the number of pinch-offs observed for plume runs in the same fluids. We can therefore consider pinch-off to be a type of convective instability where small scale variations in conditions at the outlet grow as the plume rises downstream and result in large scale variations in the pinch-off process. The physical effect that is the most likely source of these small scale variations is exchange flow in the capillary tube. As the reaction front approaches the end of the capillary tube outlet, there is an unstable density difference between the fluid in the capillary tube and in the cylinder full of unreacted fluid above it. This instability can create flow by forcing a small amount of reacted solution out of the capillary tube as the overlying fluid forces its way in. The Rayleigh number used to quantify the buoyancy effects due to density differences in a pipe is

$$ Ra_p = \frac{g'd^4}{\nu LD} $$

(3.15)

where \( L \) is the length of the pipe, \( d \) is the pipe diameter, and \( D \) is the diffusion constant for the species producing the density difference. For the autocatalytic plume experiment in 40% glycerol \( Ra_p = 4 \). As a comparison, typical values of \( Ra_p \) used to study turbulent exchange flow in a pipe are \( Ra_p > 10^8 \) [104]. Although the small scale exchange flow at the outlet driven by a buoyant instability with \( Ra_p = 4 \) is relatively small, it is likely enough to account for the nonuniformity in the initial stages of the emerging plumes that we have observed.

### 3.4 Summary

We have described a study of buoyant, three-dimensional plumes driven by the iodate-arsenous acid reaction. In a water solution that was made more viscous with the addition of glycerol, we found that a rising plume with a well-defined head was formed. The plume head grew to a critical size and subsequently detached from the upwelling conduit to form a buoyant vortex ring. The entrainment of reactant solution into the autocatalytic chemical plume head and vortex ring produced additional buoyancy by assisting the chemical reaction, leading to an acceleration of the vortex ring. This behaviour reverses the usual role of entrainment, which normally acts to reduce buoyancy in conventional
plumes and thermals.

During an experimental run, pinch-off of a plume head resulted in the generation of at least one additional plume head, and often led to even more. With the exception of the final plume head produced, these subsequent generation plume heads yielded the same value of the head Reynolds number $Re_h$ as was determined for the initial plume head.

While $Re_h$ was nearly the same for all experimental runs using the same fluids, the location of the initial pinch-off of a plume head and the number of pinch-offs observed during an experimental run varied. Using two simple models of chemical plumes, a reacting cylinder and a reacting sphere, it was shown that the behaviour of an autocatalytic plume could conform to the flow predicted by either model. The factor that determined which model was relevant to a particular experiment was the “initial” size of the plume head (a sphere in its early “initially” stage of growth) and conduit (a cylinder). In general, the larger the size of the spherical head in relation to size of the cylindrical conduit, the more likely the ascent of an autocatalytic plume head would compare favourably to the ascent of a reacting sphere. Moreover, plume heads that conformed to the spherical ascent prediction always pinched-off earlier (at a lower height) than plumes that conformed to the cylindrical ascent prediction. In addition, early pinch-off meant that more subsequent generation plume heads could be produced.

Based on these findings, we conclude that the evolution of an autocatalytic plume is sensitively dependent on the dimensions it takes in the very earliest stages after it emerges from the outlet. Small fluctuations in flow near the outlet from exchange flow or other factors lead to large variations in the later stages of autocatalytic plume evolution.
Chapter 4

Steady Plumes

Plumes are typically formed when a continuous source of buoyancy is supplied at a localized source. In Chapter 2, we studied laminar plumes produced by injecting compositionally buoyant fluid into ambient fluid. In Chapter 3 we analyzed starting plumes where buoyancy is supplied by an autocatalytic chemical reaction: the iodate - arsenous acid (IAA) reaction. In both Chapters 2 and 3, we focused only on the life of the plume up until the head (or heads) reached the top of the fluid in the tank. For the case of compositionally buoyant plumes, it is well known that after this transient, or “starting” period, a steady flowing conduit persists as long as the source of buoyancy remains steady. For the case of autocatalytic chemical plumes, after the initial transient during the ascent of the head, we observed the emergence of a steady state in the conduit morphology and flow. In this Chapter, autocatalytic plumes are compared to non-reacting, compositionally buoyant steady plumes using GERVAIS, an MRI velocimetric technique. We have found that autocatalytic conduits have axisymmetric bimodal velocity profiles and cone-shaped morphologies, in contrast to the Gaussian profiles and cylindrical shapes of non-reacting conduits. The bimodal distribution for autocatalytic plumes is a consequence of the unique effect of entrainment (for a plume) in this system. Rather than the usual effect of entrainment in non-reacting plumes, where less buoyant fluid is incorporated into the plumes, entrainment in autocatalytic plumes provides a buoyancy flux along the entire conduit by means of chemical reaction, thereby delocalizing the buoyancy source.

This Chapter is organized as follows. In Section 4.1 we will discuss the details of the experimental design and dynamic magnetic resonance imaging. The velocity profiles of plume conduits and plume conduit morphology are discussed in Section 4.2, followed by a brief summary in Section 4.3.
4.1 Experimental design

The experimental apparatus consists of a cylindrical glass pipe (the reaction vessel) inserted into the bore of an MRI spectrometer, as shown in Fig. 4.1. The MRI spectrometer used in our experiments is a Bruker Biospin DMX 200 with a vertical 149 mm bore 4.7 Tesla superconducting magnet operating at a $^1$H frequency of 199.7 MHz with a 64 mm birdcage radio frequency probe. A Bruker water-cooled 3-axis shielded gradient system used with BAFPA 40A amplifiers was used to achieve spatial resolution. The bottom end of the glass pipe has a glass floor with a vertical glass capillary tube built into its centre. The top end of the pipe was left open. The capillary tube was sealed at the outside (bottom) end with rubber tubing. The pipe used in the experiment is 1.25 m in length, with an inner diameter of 55 mm. The inner diameter of the capillary tube is 3.0 mm. For all experimental runs in which an autocatalytic chemical plume was produced, the glass pipe was filled with 700 mL of reactant solution consisting of $[\text{IO}_3^-]=0.005\text{M}$, $[\text{As(III)}]=0.020\text{M}$, $2 \times 10^{-5}\text{M}$ congo red indicator, and 40% glycerol by volume in water. The preparation of this solution and the measurement of some of its physical properties were previously described in Section 3.1.1. Reactions were initiated by injecting a small amount (less than 0.1 mL) of catalyst solution into the rubber tubing at the bottom end of the capillary tube using a hypodermic syringe. Once initiated, a reaction front would ascend vertically into the capillary tube, where it would proceed upward at a speed of $\sim 1 \times 10^{-3}\text{ cm/s}$. Upon reaching the top of the capillary tube, which was immersed in reactant solution, the reaction front continued to move slowly upwards. Eventually, the reaction front formed a plume of product solution rising into the ambient reactant solution.

For comparison, non-reacting, compositional plumes were studied in the same glass pipe used for autocatalytic plume experiments. Since compositional plumes must be created by continuous injection of buoyant fluid into the pipe, a syringe pump was connected to the bottom end of the capillary tube, allowing fluid to be injected at a desired rate. The syringe was filled with 38% glycerol solution by volume, and the cylindrical vessel was filled with 40% glycerol solution, giving it the same glycerol-water composition as was used for autocatalytic plume experiments. Using an Anton Paar DMA 5000 density meter, the density of each of these solutions at 20.0°C were measured to be $1.1160\pm0.0003\text{ g/cm}^3$ for the 40% solution and $1.1097\pm0.0003\text{ g/cm}^3$ for the 38% solution. Experimental runs were made for injection flow rates from 0.5 mL/min to 2.0 mL/min. All experiments
were performed at room temperature, which was approximately 20°C.

Once the IAA reaction front moves into the reaction vessel, the system enters a period where quiescent fluid is driven into motion by the conversion of reactant to product. During this time, there is an initial transient period of fluid flow followed by a much longer lasting steady state period. During the transient period, initially a slow creeping plume of product solution is formed. From this creeping plume, a starting plume with a well-defined head eventually develops, and later the plume head pinches-off from the plume conduit, forming a free vortex ring. The location of pinch-off nucleates another plume head, and the process of pinch off is repeated. The evolution of the plume during the transient period was described in detail in Section 3.2.1. Once the series of pinch-offs stops and the transient period ends, a steady stream of reacted solution forms a conduit that delivers product solution to the top of the vessel. Here, at the top of the vessel, the product solution accumulates, forcing its way downwards as its volume increases, eventually engulfing all of the upwelling conduit. Using the plume apparatus described in Section 3.1.3, and shown in Fig. 3.2, digital images showing the evolution of an autocatalytic plume and subsequent formation of a long-lived conduit are shown in Fig. 4.2. If we consider a horizontal cross section of the flow at a given height intermediate to the outlet and the surface of the fluid, we initially see transient behaviour when the plume first penetrates the cross section, but soon after the flow of the plume conduit reaches a steady state. This state was found to persist until the growing volume of product solution made its way downward and moved through the cross section. Here we consider only flow across a given cross section during the time in which the conduit is in steady state flow.

4.1.1 Dynamic MRI

Flow was measured in our experiments using dynamic magnetic resonance imaging (MRI) [105]. MRI technology utilizes the nuclear magnetic resonance (NMR) of protons with magnetic moments, such as $^1$H, to extract images of the location of those protons. The magnetic moments of the protons are aligned in the magnetic field created by a large magnet, and then are deflected by a radio-frequency (RF) pulse. As they return to their original alignment, the atoms emit a signal at a resonant frequency dependent on the strength of the magnetic field. The spatial location of the protons is resolved by additional gradients in the magnetic field. Gradient coils produce these gradients
Figure 4.1: Top: Schematic diagram of the cylindrical reaction vessel placed inside the bore of the MRI spectrometer (shown in cross section). Bottom: A typical MRI velocity image of an autocatalytic chemical plume when the imaging region is 15 cm above the outlet of the capillary tube. The size of the imaging region in view is $64 \times 64$ mm, and $v_z = 0$ is indicated by the color of the imaging region surrounding the pipe.
Figure 4.2: A sequence of images during the evolution of an autocatalytic chemical plume. During the ascent of the plume head towards the top of the container, as shown in (a) through (c), the plume head grows, and in (d) it pinches-off, forming a free vortex ring. The point of pinch-off proceeds to swell, nucleating a new plume head. As the steady flow of product solution moves upwards by means of the conduit, a growing volume of product solution accumulates at the top of the vessel, as shown in (e) and (f). Using \( t = 0 \) as the time at which the front first emerged from the capillary tube, the times at which the pictures were taken in (a) through (f) are \( t = 67, 253, 371, 443, 1492, \) and 2302 seconds respectively. The distance from the capillary tube to the top surface of the fluid is 21.6 cm, the inner diameter of the cylinder containing the plume is 8.9 cm.
by producing a difference in the resonant frequency signal from the protons based on their location. The term dynamic MRI simply refers to multiple MR images viewed in succession, thereby constituting a MRI movie. In addition to measuring location of a specific proton, magnetic resonance velocity images can be obtained for coherent molecular motion, thus allowing for the determination of a velocity field for a flow.

Velocity images of our plume flows were obtained by utilizing the GERVAIS pulse sequence [81], which is used commonly in phase shift velocity imaging [105]. In this technique, velocities are extracted from phase shifts in the MR images produced from a pair of magnetic field gradient pulses. The pulse pair imparts a phase shift that is proportional to the velocity in the direction of the gradient. In our experiments, gradients in the axial $z$-direction, i.e. the direction of plume ascent, were used for encoding the vertical ($v_z$) motion of fluid passing through a horizontal cross section of the vessel. In different experimental runs, the position of this cross section could be selected to be various distances from the end of the capillary tube, thereby allowing for the examination of conduits at different locations. However, during an experimental run, the location of the horizontal cross section of interest remained stationary. Each image was acquired in 20 ms and images were acquired every 3 seconds. While data collection at a much higher rate was possible, image acquisition produces heat in the r.f. coil. It was therefore necessary to find a compromise between the image collection rate and the amount of residual heating of the reaction vessel by the r.f. coil. It was determined that 3 seconds was a sufficiently long interval to avoid such heating effects. The field of view of a velocity image was 70 mm $\times$ 70 mm with a slice thickness of 2.5 mm. The velocity encoding was done over a duration of 5.1 ms and the velocity field of view was 13.2 mm/s.

### 4.2 Results and discussion

In this section, we describe the flow profiles we observed, how a conical shape of the conduit emerges for the autocatalytic steady plumes, and how the morphology and velocity profiles of autocatalytic steady plumes compare to those found in non-reacting compositional plumes.
Figure 4.3: Averaged axial velocity profiles derived from MRI velocity images for a) a compositionally buoyant plume 10 cm from the capillary tube outlet produced by an injection flow rate of 2.0 mL/min, and an autocatalytic plume b) 10 cm from the outlet, and c) 15 cm from the outlet. \( r \) indicates the distance from the plume axis, and \( a \) is the radius of the glass tube. Vertical (blue) lines represent the location of the reaction front, or plume edge. The (red) curve in a) shows a Gaussian fit of the velocity data, and the (red) curves in b) and c) show axisymmetric bimodal Gaussian fits. Gaussian fits were performed only for positive velocity values. Negative velocities are due to the broad downwards return flow generated by the plume. The number of consecutive velocity images averaged for each profile were a) 36, b) 91, and c) 128, where each velocity image was 3 seconds apart.
4.2.1 Velocity profiles of plume conduits

Fluid velocities in the vertical direction were measured across horizontal cross sections of the reaction vessel at distances of 10 cm and 15 cm from the outlet of the capillary tube. A typical MRI velocity image of the vertical velocity profile for the conduit of a plume at 10 cm from the outlet is shown in Fig. 4.1. Each velocity pixel, or voxel, in the $64 \times 64$ data matrix represents a separate velocity measurement.

Using data obtained during the period of time in which the conduit maintained steady state flow, we radially averaged velocity images to obtain a characteristic velocity profile for a given height above the outlet. This was done by grouping voxels into annuli at various radii from the centroid of the positive components of the velocity distribution. Using the centroid of the plume velocity distribution to define the axis of symmetry of the plume rather than the centre of the pipe was necessary to account for the slow drift of the conduit in the x-y plane. This was caused by small drifts in the orientation of the down-going return flow in the unreacted fluid. Each annulus had a width of 1 voxel, which corresponds to $\sim 1.1$ mm, and all velocities found in a given annulus contribute toward the overall average for that annulus. Error bars were calculated from the standard deviations in these values. The velocity values for each annulus were averaged over time (i.e. over several successive velocity images) to obtain the velocity profile as a function of radius from the center of the plume. Using this method, typical velocity profiles obtained for autocatalytic and compositionally buoyant plumes are shown in Fig. 4.3.

For comparison of the velocity profiles with composition profiles, conduits were produced in the standard plume apparatus used in Chapter 3 (Fig. 3.2) under the same conditions as in the MRI spectrometer, in which the concentration profile was captured with a CCD camera. Since a buffer was not used to control the concentration of hydrogen, congo red indicator could be used to visualize the location of the front of the hydrogen catalyst, which appear as shown in Fig. 4.2. Fig. 4.3bc shows the radius of the reaction front at each $z$ position. These radii values were found by averaging the radius at each position for five experimental runs, and were found to be $2.9 \pm 0.2$ mm at $z = 10$ cm and $3.6 \pm 0.1$ mm at $z = 15$ cm.

It should be noted that in addition to measuring velocities, attempts were also made to make high resolution MRI measurements of the concentration profiles of reaction fronts. These measurements would have given simultaneous concentration profiles in addition to the velocity profiles that we obtained. Attempts to resolve concentration,
however, were unsuccessful, and therefore the location of the concentration fronts shown in Fig. 4.3bc were determined from additional experiments that occurred outside the MRI spectrometer.

Compositional buoyant plumes were driven by continuously injecting 38% by volume glycerol solution into 40% glycerol solution, using injection flow rates in the range of 0.5 mL/min to 2.0 mL/min. In this range, the compositionally buoyant plumes were found to have Gaussian velocity distributions where the maximum velocity occurs along the axis of the plume, as shown in Fig. 4.3a. Such a velocity profile may be phenomenologically described by

$$u_z(r) = u_0 e^{-r^2/R^2},$$  \hspace{1cm} (4.1)

where $u_0$ is the maximum $z$ component of the velocity above the origin at $z = 0$, $r$ is the distance from the axis of symmetry of the plume, and $R$ is the radial length scale of the velocity distribution [7]. By use of shadowgraphy, we also determined the edge of the concentration profile of the compositional plumes, which remains quite sharp compared to the velocity profile because of the large Schmidt number, $Sc \sim 9000$. In both compositional and autocatalytic plumes, the velocity profiles extend well beyond the plume edge because of the laminar shear created by the viscous entrainment between rising plume material and ambient fluid. Since the tube diameter is not infinite, continuity requires a $u_z < 0$ return flow, which the MRI velocimetry identifies near the outer edge of the tube. Only velocity values above zero were used in the Gaussian fits shown in Fig. 4.3.

For the compositional plumes, the velocity profile length scale $R$ remained independent of $z$, and the plume conduit maintained its cylindrical shape. Consistent with this, the diameter of the concentration profile also remained constant. In such a plume, one would expect essentially no entrainment of the surrounding fluid into the plume conduit.

These simple features are different in autocatalytic conduits. Fig. 4.3b shows the velocity profile for an autocatalytic conduit at $z = 10$ cm from the capillary tube outlet. Here, velocities measured across the radius of the conduit remain almost as high as they do along the plume axis, significantly flattening its velocity profile. Farther up the pipe, at $z = 15$ cm, the velocity profile within the plume is no longer maximum near the conduit centerline, as shown in Fig. 4.3c. The velocity maximum is localized in the vicinity of the reacting front.

These new features are due to the continuous flux of buoyancy occurring along the
entire length of the conduit. The buoyancy flux comes from both the production of heat occurring at the reaction front located at the composition edge, and from the radial entrainment of reactant solution into the plume. This inward flux of reactant, which becomes product as it crosses the sharp reaction front, also creates a buoyancy flux due to its solutal composition change. This flux of buoyancy into an autocatalytic plume is in stark contrast to the role of entrainment of outer fluid into many types of non-reacting plumes, where entrainment modifies plume behaviour by enlarging them through the incorporation of denser fluid into their structure [12]. An example of a type of flow in Nature with positive feedback between entrainment and flow velocity (much like that in an autocatalytic plume) is a turbidity current. A turbidity current is a downhill flow of sediment in the ocean caused by gravity. When the turbidity current causes significant erosion as it flows, it can offset its dilution from the entrainment of water. In this scenario, positive feedback leads to more erosion and further acceleration [106].

The advance of the front combines with the upward fluid velocity to cause the conduit diameter to increase with $z$, giving the concentration profile a conical shape, as shown in Fig. 4.2e-f. This is in contrast to the constant diameter conduits that were observed for non-reacting, compositional plumes. When the diameter of the conduit is sufficiently large, the upward flow within the plume is fastest at its edge, and a minimum appears in the velocity profile along the axis.

The velocity profile of the more complex autocatalytic conduit can be phenomenologically described by a symmetric bimodal distribution of the form

$$u(z, r) = u_0 \left[ e^{-\frac{(r-\mu(z))^2}{\sigma^2}} + e^{-\frac{(r+\mu(z))^2}{\sigma^2}} \right],$$

where $\mu(z)$ is the radial distance between the axis of symmetry and the sharp chemical front. Clearly, the width $\sigma$ of the maximum localized near the front must be related to the length scale over which the heat of the reaction is diffused, creating part of the buoyancy that drives the flow. As the conduit radius $\mu(z)$ becomes larger, it eventually exceeds this length, and the velocity minimum on the axis becomes apparent. The bimodal shape is a good phenomenological description of the velocity field of an autocatalytic plume because these plumes do not have a localized source of buoyancy. Rather, they have a distributed “sheet” source of buoyancy that exists all over the surface of contact between reacted and unreacted species. The entire conduit edge is a conical reaction front that provides buoyancy to the plume.
4.2.2 The conical shape of the concentration front

In separate indicator and shadowgraph experiments, for autocatalytic and compositional plumes respectively, the radii of the edge of the steady state plume conduits, such as the autocatalytic conduits shown in Fig. 4.2e-f, were determined as a function of $z$ using image analysis. Fig. 4.4 shows a comparison. The autocatalytic conduit achieves a steady, approximately conical shape, characterized by a half-angle $\theta \approx 1.7^\circ$, as determined by averaging the conical spreading of several plumes. The compositional conduit remains cylindrical.

The autocatalytic conduit attains a remarkable steady state, which is a balance between upward flow, buoyancy production, and the advance of the chemical front due to diffusion of the autocatalyst. The spreading of the conical conduit is sufficient to balance the front speed $v$ and the upward hydrodynamic flow $U$, as shown in Fig. 4.5. For our reactant composition, the measured front speed in the absence of convection is
\[ v = 9.9 \times 10^{-3} \text{ mm/s} \]

At this front speed, a half-angle of $1.7^\circ$ should be achieved for
\[ U = \frac{v}{\sin \theta} \approx 0.3 \text{ mm/s} \]

Typical upward velocities of fluid in an autocatalytic plume, as measured by MRI velocimetry, lie in the range of $0.2 - 0.5$ mm/s, in agreement with this simple picture.

4.3 Summary

We have described a study of the steady state plume conduits produced by the IAA reaction. We have quantified the flow profile and morphology of these conduits, and compared them to plume conduits produced by non-reacting glycerol-water mixtures. To examine the flow profile we used a dynamic MRI imaging sequence called GERVAIS to resolve vertical velocity components across a horizontal cross section of the pipe housing the rising plume. We found that the vertical flow across a chemical plume conduit may be phenomenologically described by an axisymmetric bimodal distribution, one that widens in accordance with the approximately uniform conical widening of the plume. This is in contrast to the Gaussian velocity distribution that describes flow across a non-reacting plume conduit that remains cylindrical. This finding shows that the buoyancy flux that drives the plume upward is created by the plume boundary, or reaction front. Such an

---

3Front speed in the absence of convection was determined by measuring a flat descending front in a vertical capillary tube. This experiment was discussed in Section 3.1.2. The inner bore of the tube was 3.0 mm, and it was placed inside a fluid jacket held at a constant temperature of 25.0°C.
Figure 4.4: Top: The typical morphology of a compositional and an autocatalytic plume, obtained from image analysis of experimental data, shown to scale. Bottom: The radius of the autocatalytic plume ($\Delta$) and compositional plume ($\bigcirc$), and their lines of best fit, as a function of height from the capillary tube outlet.
Figure 4.5: A simple geometrical model of an autocatalytic plume conduit. The cone half-angle is $\theta$, the radius of the cone as a function of distance above $z = 0$ is $\mu(z)$.
addition of buoyancy by means of entrainment is unique to IAA chemical plumes, since entrainment of ambient fluid in a non-reacting system incorporates less buoyant fluid into the plume. This creates a unique scenario whereby the source of buoyancy for an autocatalytic plume is distributed along the entire plume boundary, in contrast to the sole localized buoyancy source for non-reacting plumes.
Chapter 5

Numerical simulations of autocatalytic plumes

Chapters 3 and 4 focused primarily on the study of autocatalytic chemical plumes. Starting plumes were discussed in Chapter 3, while steady plumes were the focus of Chapter 4. In each of these Chapters, simple models were constructed in order to explain the ascent velocity of the starting plume and the conical shape of steady conduit. In this Chapter, we develop and test a much more sophisticated model in which we use computational fluid dynamics to simulate autocatalytic chemical plumes.

The computational fluid dynamics simulation of autocatalytic plumes is capable of producing detailed concentration, temperature, pressure, and velocity fields. The purpose of this model is to gain understanding of the dynamic interplay between these fields and how they contribute to autocatalytic plume behaviour. For autocatalytic starting plumes, our experimental results have been limited to an exploration of the concentration field only, and only in a "one-bit" sense - the acid-base indicator enabled us to visualize the location of reactant and product, but not variations in their concentrations. Velocities were measured across the conduit of steady autocatalytic plumes using dynamic MRI, however at any given instant in time only the velocities in a horizontal cross section of the fluid could be determined.

In addition to plumes, we also use our simulation to explore the evolution of buoyant autocatalytic "flame balls", which are spherical balls of reacted fluid. In these simulations, flame balls are placed in an initially quiescent environment. Under the influence of gravity, buoyancy then causes them to rise as viscous forces deform their initially spherical shape. As discussed in Chapter 3, shortly after an autocatalytic plume begins to
form, it forms a small spherical head. Depending on the size of the head relative to the cylindrical conduit below it, the velocity of the head can ascend like a growing sphere. Autocatalytic flame balls are therefore closely related to plumes in the sense that their initial conditions are very similar, the difference being that autocatalytic flame balls are initiated far from any boundary, and therefore they are not attached to a fixed “source” like a plume.

The contents of this Chapter are organized as follows. In Section 5.1, we provide details about the formulation of the simulation. In Section 5.2, we explore the effects of mesh size and time step on the simulation results. Section 5.3 discusses simulation results for reaction fronts in very thin tubes. Simulation results for autocatalytic chemical plumes are examined in detail in Section 5.4, and Section 5.5 is devoted to autocatalytic flame balls. A summary follows in Section 5.6.

## 5.1 Simulation formulation

### 5.1.1 System description

The simulation is constructed by assuming that autocatalytic plumes are axisymmetric, with the axis of symmetry aligned with the gravitational field. The three-dimensional problem can then be reduced to two dimensions by describing plume motion in cylindrical coordinates. A sketch of the relevant dimensions for the simulation is shown in Fig. 5.1. Since the IAA reaction is exothermic in addition to producing an isothermally buoyant product, we employ two separate Rayleigh numbers to quantify these effects. The thermal and concentration Rayleigh numbers, first introduced in Section 1.2, are

\[
Ra_T = \frac{g\alpha L^3}{\nu D_c} \Delta T \quad \text{and} \quad Ra_c = \frac{g\beta L^3}{\nu D_c} \Delta c .
\]

$(5.1)$

$\Delta T = T - T_0$ and $\Delta c = c - c_0$ are the temperature and concentration differences across the reaction front, $\alpha$ and $\beta$ are the thermal and compositional expansion coefficients, $\nu$ is the kinematic viscosity, $D_c$ is the diffusion constant of the autocatalyst, and $L$ is the length scale. Here, we choose $L$ to be the diffusion length of the front, which is defined by $\ell = \sqrt{D_c \tau}$. We calculated $\ell$ by measuring the front velocity, $v_f$, in the absence of convection (see Section 3.1.2), and by using $v_f = \sqrt{D_c / \tau}$ and $\tau = \ell / v_f$. For a 40% glycerol solution, $v_f = 9.9 \times 10^{-4} \text{ cm/s}$ and $D_c = 4.2 \times 10^{-10} \text{ m}^2/\text{s}$, which gives $\tau = 4.3 \text{ s}$
and $\ell = 4.2 \times 10^{-3}$ cm. These values, along with $\alpha = 4.3 \times 10^{-4}$ K$^{-1}$ and $\Delta T = 0.5$ K, give $Ra_T = 0.10$ and $Ra_c = 0.17$, which were the Rayleigh number values used in all of our simulations.

In the simulation, we assume that the density change from reaction is linearly dependent on changes to both $c$ and $T$. By nondimensionalizing $c$ by its maximum value, fully reacted fluid has a product concentration of $c = 1$, and fluid absent of any product solution has $c = 0$. The temperature change from reaction, $T - T_0$ is scaled by $\Delta T = -\Delta H \Delta c/\rho_0 C_p$, which bounds $T$ as $0 \leq T \leq 1$. $\Delta H$ is the heat of reaction and is negative for the exothermic reactions, $C_p$ is the constant pressure specific heat of the solvent. Since the solution initially free of product has $c_0 = T_0 = 0$, we have $\Delta c = c$ and $\Delta T = T$. This gives it the density dependence

$$\rho(c, T) = \rho_0[1 - \alpha T - \beta c]. \quad (5.2)$$

Using the assumptions we have stated above, and quantifying the effects of buoyancy as we have in Eq. 5.1, the dimensionless equations that describe the system are similar to equations that describe chemo-hydrodynamic flow in a thin vertical slot with infi-
nite dimensions [67, 45]. In the Boussinesq approximation, the dimensionless equations describing our system are

\[ \nabla \cdot \mathbf{u} = 0, \]  
\[ \frac{1}{\text{Sc}} \frac{D\mathbf{u}}{Dt} = -\nabla p + \nabla^2 \mathbf{u} + (R_T T + R_c c) \mathbf{e}_z, \]  
\[ \frac{Dc}{Dt} = \nabla^2 c + F(c). \]  

and

\[ \frac{DT}{Dt} = \text{Le} \nabla^2 T + F(c). \]  

The continuity Eq. 5.3 is reduced to incompressible form, and the nondimensionalized Navier-Stokes equation has \( \mathbf{e}_z \) as the unit vector pointing in the \( z \)-direction, with \( p \) denoting the pressure. The pressure calculated by the simulation is dimensionless, and it represents a difference in pressure between the quiescent fluid and the fluid when it is in motion, rather than the absolute pressure, which would vary with the depth of fluid.

The reaction-diffusion-convection equation (Eq. 5.5) and the energy balance (Eq. 5.6) both incorporate the cubic autocatalytic reaction rate term

\[ F(c) = c^2(1 - c), \]  

This term was first introduced in dimensional form in Eq. 1.24, however as a consequence of the nondimensionalization of our system, here it appears without rate constant \( k_c \). Sc=\( \nu/D_c \) and Le=\( \kappa/D_c \), where \( \kappa \) is the thermal diffusivity, are the Schmidt and Lewis numbers, respectively. The parameter values used for our simulation are Sc=9.0×10^3 and Le=2.8×10^2, which were calculated in Section 3.2.2.

As shown in Fig. 5.1, the cylindrical dimensions are bounded by \( \sigma = r_b \) and \( z = z_b \). The boundary conditions are no-slip for the velocity field, and there is no flow of energy or chemical species across the boundary. These conditions are expressed as

\[ \mathbf{u} = \frac{\partial T}{\partial r} = \frac{\partial c}{\partial r} = 0 \]  

at \( \sigma = r_b \), and

\[ \mathbf{u} = \frac{\partial T}{\partial z} = \frac{\partial c}{\partial z} = 0 \]  

at \( z = 0 \) and \( z = z_b \).

In the following Sections, when presenting data from the concentration, temperature,
pressure, and velocity fields, we reflect the fields across the axis of symmetry, giving the data the appearance of a plume. When this is done, data from the simulation is shown along the positive direction in $\sigma$, and its mirror image is shown in the negative $\sigma$ direction. We also calculated vorticity fields from the $u$ and $v$ velocity fields. Vorticity is defined as

$$\omega = \nabla \times u.$$  \hspace{1cm} (5.10)

Negative values of vorticity therefore appear for clockwise fluid motion, and positive values for counter-clockwise motion in the $rz$-plane. Across the axis, plumes should therefore have opposite vorticity fields. For this reason, when we present vorticity data, it is not reflected across the axis as it is for the other fields.

### 5.1.2 Initial conditions

All plume simulations are initiated in a quiescent solution of reactant fluid with $c = T = 0$. Plumes were initiated using product solution geometries with either a sphere on top of a cylinder or simply a sphere. For the sphere-cylinder initial condition, a small cylinder of product solution with radius $r_{c0}$ and initial concentration and temperature values of $c_0 = T_0 = 1$, is placed along the axis of the cylindrical geometry, at $\sigma = 0$. In some cases, $c_0 = T_0 < 1$ was also used. The bottom of the cylinder starts at $z = 0$, and the cylinder extends up into a small sphere of product solution whose center is located at $z = Z_0$. The sphere is given an initial radius $r_{s0}$, and initial concentration and temperature values equal to that of the cylinder. Spheres located just above the bottom boundary were also used to initiate plumes, and spheres well above the bottom boundary were used for autocatalytic flame ball simulations. In some cases, the concentration and temperature profiles at edge of the cylinder and the sphere (or just the sphere), were smoothed. This was done in order to avoid a steep gradient across the initial reaction front. To smooth the temperature front of the cylinder, the following smooth approximation of the step function is used to define $T_0$ in the region $0 \leq r \leq r_{c0}$,

$$T_0(r) = \frac{1}{2}(1 - \tanh(\zeta(r - r_{c0}))),$$  \hspace{1cm} (5.11)

where $\zeta$ is a constant bounded by $0 \leq \zeta \leq 1$. The initial concentration front is defined the same way as the initial temperature front, so $c_0(r) = T_0(r)$. A typical value used for constructing our initial conditions was $\zeta = 0.5$. For initial conditions $c_0 = T_0 = 1,$
this gives the front a smooth transition from \( c = T \sim 1 \) to \( c = T \sim 0 \) across a length of \( \sim 10\ell \) centered about \( r_{co} \). This is similar to the width of the reaction front. Centered at \( c = 0.5 \), spanning a length of \( \sim 10\ell \) the reaction front has a concentration range of \( 0.05 \leq c \leq 0.95 \), and over a length of \( \sim 15\ell \) the concentration range is \( 0 \leq c \leq 1 \). An equation similar to Eq. 5.11 was used to smooth the initial spherical fronts as well.

Other initial conditions were also explored, such as a disk with \( c = T = 1 \) at \( z = 0 \). Initial conditions starting with disks at \( z = 0 \) did not produce plume behaviour that resembled experimental data as closely as spherical initial conditions. In addition, the disk initial conditions took much longer to develop into a plume than a sphere or the sphere-cylinder geometries, wasting valuable computational time. Therefore, runs with these initial conditions will not be further discussed.

### 5.2 Mesh spacing and time-step selection

The algorithm we used for our simulation is known as the SIMPLE (Semi-Implicit Method for Pressure Linked Equations) method [107, 108]. The SIMPLE method involves advancing the Navier-Stokes equation in time using an implicit numerical method. Implicit numerical methods use iterative techniques to solve coupled sets of equations, where the equation solutions are defined by the current state of the system and a future state. This is in contrast to solving for a future state of a system using only known quantities from the present state, which is how explicit numerical methods operate.

For computing the unsteady flow of an autocatalytic starting plume, both space and time are discretized. In our simulation, space is discretized by a uniformly distributed mesh of grid points, or nodes. The nodes are the locations at which the values of the dependent variables are solved. Each node is separated spatially by \( \Delta r \) in the radial direction and \( \Delta z \) in the vertical direction, where \( \Delta r = \Delta z \). While meshes for the dependent variables of the system have the same node spacing, the locations of the nodes do not necessarily coincide for all variables. Instead, the nodes for some of the system variables are organized in a staggered arrangement. Pressure, temperature, and concentration are all on the same mesh, while in between the nodes of this mesh, and on their own separate meshes, are the nodes for the two velocity components \( u (\sigma \text{ component}) \) and \( v (z \text{ component}) \). This is done so that there is a strong coupling between the velocities and the pressure, which helps avoid convergence problems in these fields [108]. For all of our simulations, we limited the node spacing so that \( \Delta r = \Delta z \leq \ell \). The diffusion
length of the autocatalyst, \( \ell \), was selected as the maximum grid spacing because it is the smallest length scale in the problem. Node spacing of this size is necessary to be able to resolve changes in the concentration fields across the reaction front. Were it not for the sharp change in concentration across the reaction front, the spacing of the nodes could be made much larger.

In the same way that space was discretized, time must also be discretized. This is done by stepping time forward in discrete amounts called time steps, denoted as \( \Delta t \). All values of \( \Delta t \) are expressed in units of \( \tau \). A typical value of \( \Delta t \) used in our simulations was \( \Delta t = 0.005 \tau \). If \( \Delta t \) used for the simulation is excessively large, the solutions of transient behaviour can be inaccurate. The smaller \( \Delta t \) is, however, the more computationally expensive it is to let the solutions evolve in time. In Section 5.2, we describe our efforts to find appropriate values for \( \Delta r \), \( \Delta z \), and \( \Delta t \) for the simulation.

### 5.2.1 Minimizing instabilities in the concentration field

The concentration gradient across the reaction front is the steepest of any gradient calculated in the solution fields. As the simulation algorithm marches forward in time, the advection of this steep gradient in concentration must be resolved, and it is across the front that numerical instabilities in the concentration field develop. With minimizing these instabilities in mind, we explored the effects of adjusting the mesh spacing and time step on simulation results. Since \( \Delta r = \Delta z \leq \ell \), we define the resolution factor

\[
\sigma = \frac{\ell}{\Delta r}
\]

(5.12)

to express changes in the mesh spacing. The coarsest mesh is \( \sigma = 1 \), and as \( \sigma \) increases, so does the resolution of the concentration, temperature, pressure, and velocity fields.

Figure 5.2 shows the concentration fields, and the concentration field values along \( r = 0 \), for chemical plume simulations with \( \sigma = 1 \) and \( \sigma = 4 \). Both simulations used the equivalent smoothed sphere-cylinder initial condition, with \( r_{c0} = 34\ell \) and \( r_{s0} = 40 \) and \( c_0 = T_0 = 0.99 \). The center of the sphere was initially placed at \( z = 180\ell \), and the spatial dimension used for each simulation was \( r_b = 160\ell \) and \( z_b = 640\ell \). The most striking difference between the two fields is the presence of large scale oscillations in the concentration field for the \( \sigma = 1 \) simulation. The oscillations occur across the concentration gradient created by the reaction front, and they attenuate behind the
front, where the concentration well behind the front reaches a stable value of $c = 1$. The oscillation causes a concentration spike that occurs right at the front, where the maximum value of $c = 1.0990$ occurs. Since physically, $c$ is supposed to be bounded by the values 0 and 1, and since such oscillations do not occur in reality, attempts were made to remove this undesirable numerical artifact.

Many measures were taken to reduce the oscillations in the concentration, with the hope of eliminating them entirely. These included making adjustments to the initial conditions, exploring the effect of changing the time step, and altering the resolution of the mesh. As Fig. 5.2 shows, the sensitivity in the solutions for the concentration field across the reaction front is considerably reduced by increasing $\sigma$. For $\sigma = 4$, a very small spike in the concentration occurs across the reaction front, with a value of $c = 1.0029$. This concentration spike is approximately two orders of magnitude less than the peak value for the $\sigma = 1$ run, a significant improvement. According to our results for simulations with variations in time step only, changes in the time step did nothing to reduce the effect of oscillations. Smoothing of the reaction front in the initial conditions also yielded only a marginal improvement, and only for results not long after initiation. Initial conditions with steep gradients in the concentration concentration field, such as a sphere with $c = 1$ surrounded by fluid with $c = 0$, produced oscillations earlier in the evolution of the plume than spheres with smoothed edges. However, spheres with smoothed edges would eventually give rise to oscillations as the sphere began to rise and the gradient across the leading edge of the ascending front increased.

Despite the difficulty to rid the system of concentration oscillations across the front, the large scale dynamics of the simulated plumes were barely affected by their presence. This can be seen by comparing the temperature and vorticity fields of the $\sigma = 1$ and $\sigma = 4$ plumes shown in Fig. 5.3, which are very nearly identical. These fields are for the same point in the plume evolution shown in Fig. 5.2. The biggest difference in any field other than the concentration was found in the temperature fields. Figure 5.4 shows the temperature fields along $r = 0$, the axis of symmetry of the plumes. The greatest difference between the two temperature fields occurs at the leading edge of the plume, where the $\sigma = 4$ temperature field is much smoother than the sudden jump in the $\sigma = 1$ field. Other than the slight temperature differences near the front, the temperature fields along $\sigma = 0$ are very nearly identical. The velocity and pressure fields for the $\sigma = 4$ and $\sigma = 1$ fields, however, are essentially identical at all grid points. Thus, while oscillations in the concentration field across the front are not a desirable effect, they clearly do not
Figure 5.2: a) The concentration field for an autocatalytic plume simulation with mesh resolution of $\sigma = 1$. The results shown are for time $6.5\tau$. $z$ and $r$ are expressed in increments of $\ell$. Left: an image of the entire concentration field. Right: The concentration oscillations across the reaction front along the axis of symmetry of the plume. b) Shows the same data as in a) for a mesh resolution of $\sigma = 4$ where the oscillations in the concentration field occur on a much smaller scale.
Figure 5.3: a) The temperature field (left) and the vorticity field (right) for an autocatalytic plume simulation with a mesh resolution of $\sigma = 1$. The results shown are for time $6.5\tau$. b) Shows the same data as in a) for a run with $\sigma = 4$. 
have a catastrophic effect on the larger scale plume dynamics, even for coarse mesh $(\sigma = 1)$ simulations.

While values of $\sigma = 4$ or higher were needed to quench the concentration oscillations as much as possible, the computational expense of running simulations for spatial domains comparable to those of our plume experiments at these mesh resolutions is considerable. The computational burden of running simulations at high resolution was eased by parallelizing our algorithm. The serial version of our simulation uses a single processor to calculate solutions on all nodes in the spatial domain. The parallel version, on the other hand, divides the spatial domain equally into a stack of smaller vertical domains, which we will call "slices". Each slice is assigned its own computer processor, which is responsible only for the solutions on the domain of the slice. The computational task is therefore divided amongst numerous processors working in parallel with each other, each computing solutions for a single slice. Between each time step, processors communicate information to the other using MPI (Message Passing Interface). This ensures that solutions in different slices make physical sense once data from all slices is combined to form a solution for the entire domain.

All parallel simulations were performed on computer clusters available through SHARCNET (Shared Heirarchical Academic Research Computing Network). Despite the improvements in simulation time afforded by using up to 64 processors working in parallel, high resolution simulations for large spatial domains still came at significant computational expense. As an example, it took 64 processors one week to simulate the first $97.5\tau$ ($\sim 420s$) of a plumes evolution in a spatial domain of $r_b = 240\ell$ and $z_b = 2240\ell$ at a resolution of $\sigma = 2$ (giving a mesh with size $480 \times 4480$ mesh points). This spatial domain corresponds to a physical space with $r_b = 1.0\text{cm}$ and $z_b = 9.4\text{cm}$, which is much smaller than the dimensions of the experimental apparatus. In order to simulate the entire life of a plume in a domain size comparable to the physical size used in our experiments, many of our simulations were therefore carried out at less than ideal resolutions. As we have outlined above, however, the problem that this causes with concentration fields does not invalidate the large scale flow calculated for the plume. It should also be noted that results from the serial version of our simulation match almost exactly with those obtained from the parallel version. This was determined by comparing serial and parallel solutions for the same $\sigma$ values, which showed that differences in results are typically very small, as shown in Figs. 5.3 and 5.4, and that these differences remain small and do not cause divergence in plume behaviour. For the plumes shown in Fig 5.2, the $\sigma = 1$
Figure 5.4: The dimensionless temperature profile along the plume axis, $r = 0$, for plumes with resolution $\sigma = 1$ and $\sigma = 4$. $z$ is in multiples of $\ell$. Note the very small discrepancy near the leading edge of the plume.
Figure 5.5: a) Concentration fields showing the shape of the reaction front for various tube radii. From left to right, the tube radii are 10, 12, 13, 14, 15, and 20ℓ. The vertical dimension for all images is 100ℓ, and each image is from 250τ after initiation. b) The vorticity field for the 20ℓ front shown in a), showing buoyancy-driven fluid motion in the vicinity of the front.

plume was calculated using a serial simulation, while the σ = 4 was calculated in parallel using 32 processors.

5.3 Thin tube simulations

In Section 3.1.2 we examined the ascent and descent of reaction fronts in a very thin capillary tube. When convection was not suppressed by the viscosity of the solution, ascending reaction fronts took on a fixed convex shape. For descending fronts and ascending fronts where convection was suppressed by viscosity, the shape of the front was flat. When convection of an ascending front is suppressed in a thin tube, it can occur for the same viscosity fluid in a slightly larger tube. We examined this phenomenon using our simulation as a simple test case. Indeed, we found in our simulations that beyond a certain tube radius, an IAA reaction front will deform due to the presence of convection. Below this radius, convection is suppressed, and the front remains flat, as observed experimentally (see Section 3.1.2).

The concentration fields for reaction fronts in thin tubes of various radii are shown in Fig.5.5a. These runs were performed in spatial domains with z = 500, and the reaction fronts were initiated by disks with c = T = 1 at the bottom of the spatial domain. The disks were the full width of the tube. The spatial resolution was σ = 1. Fronts in
tubes with \( r_b \leq 13\ell \) all had fronts that remained flat and propagated with the same front velocity. For tubes with \( r_b > 13 \), however, fronts deformed into a convex curve, indicating the presence of convection. The convection driven flow creates a vorticity field such as the one shown in Fig. 5.5b for a front in a tube with \( r_b = 20 \). As the fronts deformed, their velocity increased until their stable shape was reached. At this point the shape of the fronts remained the same and their velocity reached a constant value, as shown in the progression of the height of the fronts in Fig. 5.6. Above the onset of convection, increasing the value of \( r_b \) increased both the velocity and the curvature of the front. As a consequence of the viscous interaction of the convective flow with the boundary, flow velocities in thin tubes are substantially lower than those achieved by plumes. Since high flow velocities create oscillations in the concentration field, even coarse grid simulations of thin tube flows are sufficient to keep the concentration field in the range \( 0 \leq c \leq 1 \).

The imposed axisymmetry on our simulated flow is an important difference between the simulation and the physical system. Since asymmetric flow patterns cannot be produced by our simulation, the asymmetric mode of convection shown in Fig. 1.2 and observed in experiments [59] and other simulations [87, 47] cannot be reproduced. The asymmetric mode of convection occurs for values of \( S \) (defined in Eq. 1.16) just above the critical value for the onset of convection, \( S_c \). For larger values of \( S \), the convective state forms an axisymmetric reaction front, which our thin tube simulations were able to reproduce.

Converted to dimensional units, the velocity of the flat fronts is \( v_f = 6.9 \times 10^{-4} \text{ cm/s} \). This is less than the experimentally determined value of \( v_f = 9.9 \times 10^{-4} \text{ cm/s} \) for a front in fluid with the same parameters as those used for the simulations. It is possible that this difference can be attributed to possible errors in the experimental measurements used to calculate the fluid parameters and Ra numbers used for the simulation. An additional possibility is the effect that temperature change has on the diffusion constant. While the diffusion of the autocatalyst occurs at a fixed value in the simulations, in reality the diffusion of the autocatalyst is enhanced by heat generation around the front. Since the reaction is exothermic, the diffusion constant in a localized region around the front is increased, in turn increasing the front velocity. Furthermore, it is important to note that while our thin tube simulations take place in tubes that have \( r_b \) similar to our experimental thin tube radius, they should not be considered to be a direct simulation of our experimental system. The reason for this lies in the difference in the experimental boundary conditions and those used for our simulation. In the simulation, no heat flows
across the boundary, and therefore all of the heat in the system remains in the fluid. For a fluid-jacketed capillary tube experiment, however, heat produced by the reaction is lost through conduction with the glass walls of the capillary tube, which is then transferred to the circulating fluid. The equivalent experimental system would therefore have insulating walls housing the traveling reaction front.

Despite the discrepancies noted between the experimental and simulation boundary conditions, the general behaviour of reaction fronts in thin vertical tubes corresponds well with what is expected. This confirms that at the very least the simulation is capable of reproducing the essential behaviour expected of convecting autocatalytic fronts. In the following Section, we explore the simulations ability to reproduce the fundamental behaviour of autocatalytic plumes. These simulations occur in a much larger cylindrical spatial domain, and since the plumes do not have direct contact with the boundary, the discrepancies between the boundary conditions in the experiment and the simulation discussed above are irrelevant.

5.4 Simulation of autocatalytic chemical plumes

5.4.1 Starting plume morphology and ascent

The fluid parameters used for the model are those measured or calculated for a reactant solution in 40% glycerol. The evolution of the morphology of simulated plumes should therefore be consistent with the experimental observations of 40% glycerol plumes from Section 3.2.1. Below we show that this is indeed the case; simulated autocatalytic plumes produce accelerating plumes heads that pinch-off from the conduit. The $c, T, p,$ and $\omega$ fields of a starting plume are shown in Fig. 5.7. Note the similarity of the concentration field with the experimental plume shown in Fig. 3.3c. The initial conditions for the simulation are a spherical product with $r_{s0} = 15\ell$ with $c_0 = T_0 = 1$. The sphere was placed just above the bottom boundary so that its center is initially located at $z_0 = 16\ell$. The spatial domain used for the simulation is $r_b = 500\ell$ and $z_b = 2000\ell$ resolved with resolution $\sigma = 1$, and the time step is $\Delta t = 0.005\tau$. Converting the units of the spatial domain to real units, it has a radius of 2.1 cm with a height of 8.4 cm. These dimensions are approximately one half of the corresponding dimensions of the experimental apparatus.

The concentration field in Fig. 5.7 shows a plume with a similar morphology to the
Figure 5.6: The upwards progression of the leading edge of the front in thin tubes with different $r_b$. The $r_b$ used to produce the data in each curve is given in the legend in units of $\ell$. As $r_b$ is increased, so is the velocity of the ascending front. Note that the curvature in the lines shown occurs as the front makes a transition from flat to its stable, curved shape. Once it reaches a stable shape, the relationship between $z$ and $\ell$ becomes linear.

Experimental plume shown in Fig. 3.3c. In this stage of the evolution of the plume, it has already undergone the pinch-off process and a new, second generation head has started to form. The simulated plume arrived at this stage of evolution by stepping through the stages of evolution outlined for experimental plumes in Section 3.2.1. Each of these stages of growth correspond with one of the three regimes of plume head growth shown in Fig. 3.4a. The three regimes of head growth were also displayed by the simulated plume, as shown in Fig. 5.8a. To reiterate, each head growth regime can be described as follows. The growth regime is the slowest, when sufficient vorticity is not produced in the head to produce a vortex ring that entrains fresh reactant within its structure. Increased head growth is seen in the second regime, where buoyancy in the head is increased by vortical motion on the now clearly distinguishable vortex ring. The third
Figure 5.7: From the left: concentration, $c$, temperature, $T$, pressure, $p$, and vorticity, $\omega$, fields for an autocatalytic plume that has pinched-off. The spatial domain for the simulation was $r_b = 500\ell$ and $z_b = 2000\ell$, only data in the space bounded by $\sigma = 300\ell$ and $z = 1500$ is shown.
Figure 5.8: The growth of initial plume head as a function of time, showing (a) the width of the head, and (b) its height. Coloured lines in (a) show the nearly linear evolution of the width in the growth regimes. Note the similarity of this figure with the corresponding figure produced for experimental data in Fig. 3.4.
and final growth regime is the fastest and it occurs when the plume head pinches-off from the conduit and becomes a thermal. Figure 5.8b shows that the simulated data for the ascent of the plume head during these stages of growth was also corresponds well with the experimental data, which was shown in Fig. 3.4b. The head accelerates as it ascends, even after it has pinched-off from the conduit. The pinched-off head continues to accelerate until it reaches a maximum velocity, after which time it decelerates because of boundary effects near the top of the tank. The maximum velocity of the head achieved in the simulation is \( v_{\text{max}} = 67\ell/\tau = 0.065 \text{ cm/s} \). This compares well with \( v_{\text{max}} = 0.077 \text{ cm/s} \) extracted from the experimental data in Fig. 3.4b. Since the spatial domain for the simulation is less than the experimental tank dimensions, the head is more constrained by viscous interaction with the boundary and it has less vertical space to grow. A value of \( v_{\text{max}} \) for the simulation less than what achieved in the experimental plume is therefore not surprising.

A close up of the \( c, T, \) and \( p \) fields on the head of the plume with the reaction front superimposed is shown in Fig. 5.9. The temperature field around the plume head is much more dispersed than the concentration field comprising the head. This occurs because the thermal diffusivity is much greater than the molecular diffusion constant for the autocatalyst, by a factor of \( 2.8 \times 10^2 \) (the Lewis number). Interestingly, the warmest region of fluid is only partially enclosed by the reaction front, while most of it resides in between the vortex rings. This location also happens to be where the only negative vorticity appears. The pressure field shown in Fig. 5.9 also has interesting features. As the plume head grows, the buoyant force acting on it increases and causes it to accelerate. As the velocity of the head increases, so does the pressure on the head that develops from viscous resistance to its motion. The pressure that builds up on top of the head deflects upwelling fluid outwards, where vortical flow causes it to wrap back inwards towards the conduit and form a mushroom-shaped plume head. In the wake of the plume head there is a pressure drop. The same distribution of pressure is also observed in experiments on rising spherical cap bubbles [109]. For a bubble, when the viscous force (causing pressure on top of the bubble) and the force of buoyancy (causing pressure on the bubble bottom) equilibrate, the bubble reaches its terminal velocity, which was given in Eq. 3.10.
Figure 5.9: A close up of the $c$, $T$, and $p$ fields on the head of the plume from Fig. 5.7 with the reaction front of the head superimposed as a black line.
Figure 5.10: a) The pressure field and the b) the vertical velocity field along the plume axis for different times. As the plume evolves, a secondary maximum develop in both fields, indicating the development of a second generation plume head.
5.4.2 Pinch-off

The basic process of autocatalytic plume head pinch-off was described in Section 3.2.1. The description given can be summarized as follows. The head disconnects from the conduit once it has achieved a high enough velocity to separate from the flow that was once feeding it. As the head pulls away from the conduit, a bottleneck forms where the conduit narrows from the pinch, and a new, second generation plume head forms. In this Section we outline further insight into the pinch-off process that comes from our simulation results. Simulations show that pinch-off is not the sole consequence of plume head acceleration, which also involves acceleration within the conduit itself.

A compositional plume head is formed by buoyancy flux from its upwelling plume conduit. In order to feed the head, the conduit velocity must rise at a greater velocity than the head, as discussed in the context of forced plumes in Section 2.2.1. Therefore, the plume head cannot detach from the conduit. As the head rises it must push its way up through quiescent fluid, and this induces large scale flow in the tank. Once this flow has been established, fluid rising in the conduit has less resistance to motion than what was experienced by the head - it is moving upwards into fluid that already has momentum in the direction that it is going. This leads to the formation of a steady-state “pipe” flow below the plume head, where the geometry of the conduit and velocity profile across the conduit is constant, independent of height. The velocity profile of steady state compositional plume conduits was discussed in Section 4.2.1, and the cylindrical geometry in Section 4.2.2.

Autocatalytic plumes also develop a steady state conduit (see Section 4.2), however the transient phase is much more complex than in compositional plumes. The complexity is highlighted by the pinch-off process, which our simulations were able to reproduce. The pressure field for a plume that has pinched-off is shown in Fig. 5.7. In the pressure field, there are two regions where there are local maxima. One is at the top of the head, where resistance to flow is greatest, and the second maximum is located underneath the plume head, where the second generation head is forming. Clearly, the steady corridor for conduit flow set beneath a compositional plume head is not present for autocatalytic plumes. This is due to the unsteady nature of the developing plume conduit.

Prior to pinch-off, there is only one maximum in the autocatalytic plume pressure field, which appears at the top of the head. This is shown in Fig. 5.10a, which displays the pressure along the axis of the plume at various times. In early stages of plume evolution,
the pressure distribution for the entire plume is characterized by a pressure maximum at the top of the head, followed by a pressure drop in the wake. As the plume evolves, a localized region of increased pressure emerges in the conduit, forming a second maximum followed by pressure drop in the wake. By the time the plume reaches the point that is shown in Fig. 5.7, the second pressure maximum is almost the same magnitude as the first. The development of the second maximum coincides with the development of the second generation plume head, which is a consequence of reaction in the conduit.

As the plume evolves and the conduit elongates, reaction along the conduit wall causes it to increase in volume, and therefore increase the flux and velocity of fluid ascending in the conduit. This is shown in Fig. 5.10b, which displays the vertical velocity profiles along the plume axis at different times. The velocity profiles also show that in the early stages of plume growth, the conduit velocity increases with distance from the bottom boundary. In contrast to the velocity of compositional plume conduits, the velocity at every location along the conduit is also less than the velocity of the head, which is where the maximum ascent velocity is achieved. Despite this contrast with compositional plume behaviour, before the autocatalytic plume head pinches-off it maintains an appearance approximately like that of a compositional plume. The autocatalytic plume maintains this appearance because viscous deformation of the head pulls a “tail” underneath the head. Tail formation is discussed at length below, in Section 5.5.2. The tail, coupled with the continued elongation of the conduit upwards into the tail, gives the autocatalytic plume prior to pinch-off the general morphology of a compositional plume. Based on its morphology, it therefore seems as if the autocatalytic plume head is being fed by a higher velocity conduit. However, simulations show this assumption to be incorrect.

It should be noted that while the initial condition for the simulation explored in detail in this Section was a sphere of catalyst just touching the bottom boundary, very similar results to those presented occur for simulations using a sphere-cylinder arrangement. In these simulations, in the very early stages of plume development, the highest vertical velocity is found in the conduit. Only a short time into the evolution of the plume, however, the maximum velocity can be found in the head, and a velocity profile along the axis very similar to the one in Fig. 5.10b is found. As an example, consider a simulation with \( r_{s0} = 40\ell, r_{c0} = 34\ell, \) and \( c_0 = T_0 = 0.99, \) where the sphere was initially placed at \( z = 180\ell \) in a domain \( r_b = 1060 \) and \( z_b = 4800. \) In this simulation, it only took \( \sim 4\tau \) after initiation for the velocity in the head to exceed the velocity in the conduit. The biggest difference between simulations using the sphere-cylinder initial condition instead of the
The sphere initial condition was the height at which pinch-off occurs. Pinch-off occurs closer to the bottom boundary for sphere initial conditions, just like pinch-off was observed to occur much earlier for experimental autocatalytic plumes that ascend according to the simple reacting sphere model discussed in Section 3.3. In Section 5.5, only reacting spheres are considered. Unlike the initial conditions used to produce plumes, where spheres are initiated on top of the bottom boundary, we will explore the evolution of these spheres when they are initially placed far above the bottom boundary.

### 5.4.3 Steady conduit

Given the computational expense of a plume simulation, it was usually the case that only transient starting plumes were simulated. When the last plume head reached the top of the spatial domain, simulations were usually aborted. However, in some cases simulations were left running long enough for a steady plume conduit to form. Results from one of these simulations are shown in Fig. 5.11. The simulation parameters used the sphere-cylinder initial conditions with $r_{s0} = 40\ell$, $r_{c0} = 34\ell$, and $c_0 = T_0 = 0.99$. The initial location of the sphere is $z = 180\ell$ in a spatial domain with $r_b = 1060$ and $z_b = 4800$ and $\sigma = 1$. Figure 5.11a shows the vertical velocity component $v$ across a horizontal cross section of the plume located at $h = 3571\ell \sim 15$ cm at time $200\tau$. The concentration field of the plume shows the steady conduit in Fig. 5.11b.

Compared to the dynamic MRI vertical velocity measurements previously discussed in Section 4.2.1 and shown in Fig. 4.3, the simulation data does not resemble the velocity profile given at $h = 15$ cm, or even the profile at $h = 10$ cm. However, as shown in Fig. 5.11a, the simulation velocity data in the vicinity of the conduit does fit well with the symmetric bimodal Gaussian distribution given in Eq. 4.2. The simulation conduit width at the location where the velocity profile is given is only $\sim 50\ell \sim 2$ mm. In comparison, the conduit width for the experimental data is $\sim 7$ mm at $h = 15$ cm and $\sim 5$ mm at $h = 10$ cm. Since the simulation conduit is so much thinner than the experimental conduit, the buoyancy contribution at the plume edge is not far enough apart to show an off-centre velocity maximum in the symmetric bimodal distribution.
Figure 5.11: a) The vertical velocity profile across the autocatalytic plume conduit shown in b) at $h = 3571\ell \sim 15 cm$. a) Data from the simulation (red line) is the vicinity of the conduit is fit to a bimodal Gaussian distribution (black line). b) The concentration profile for the entire spatial domain of the simulation. A white arrow indicates the location along the conduit where $h = 3571\ell$. 
5.5 Buoyant autocatalytic flame balls

Autocatalytic reaction fronts under gravity are in some ways analogous to flame fronts [74, 75] where the feedback through temperature change in combustion systems is analogous to the feedback of autocatalyst in chemical reaction systems. Autocatalytic reaction fronts, like the IAA reaction, also have considerably weaker buoyancy effects. Therefore, the deformation of a highly buoyant flame ball in a small gravitational field is analogous to the deformation of a weakly buoyant autocatalytic flame ball in terrestrial gravity. Previous studies on isothermal autocatalytic flame balls have focused on and the effect of autocatalyst decay [72], and on the existence and the stability of spherically symmetric solutions in the absence of buoyant forces [70, 71].

In this Section, we simulate the deformation of autocatalytic flame balls caused by buoyancy-driven convection. Using different sizes of autocatalytic flame balls in our simulations, we found three regimes with differing behaviour. In the first regime, below a minimum threshold size, flame balls undergo front death, where a reaction front is not sustained. In the second size regime above the front death threshold, buoyant autocatalytic flame balls grow reacting “tails” which are analogous to flame strings. In the third regime, above another size threshold, reacting tails no longer develop. For convenience, in this Section autocatalytic flame balls will be referred to as flame balls.

5.5.1 Front death

As previously noted in Section 3.1.3, small localized regions of product solution are not capable of sustaining reaction fronts. When an outlet tube with a diameter of 0.9 mm is used to attempt a plume initiation, a small spherical ball of product solution formed at the outlet. When this happened, the small spheres did not initiate propagating fronts, instead the spheres slowly faded out of view, signifying that the front had dissipated. In this Section, this phenomenon is investigated by simulation.

To explore front death, the same fluid conditions used for simulations in previous Sections was used. Spheres of product solution with \( c_0 = 1 \) and various radii \( r_0 \) were used as initial conditions. Convective effects are suppressed in these simulations so we can study front death as a pure reaction-diffusion phenomenon. Even when buoyancy is introduced into the calculation, the buoyant force on small spheres of product solution is nearly negligible, and there is therefore very little transport during the time scale it takes for the front to die. All simulations were performed on a spatial domain of \( z_b = r_b = 120 \ell \)
Figure 5.12: The change in the maximum value of the concentration field over time. The curve continuously approaches $c_{\text{max}} = 0$ as the product in the initial flame ball diffuses and fails to reignite a reaction front.

at a high mesh resolution of $\sigma = 5$.

The maximum value of the concentration, $c_{\text{max}}$, as a function of time for a flame ball with $r_0 = 2\ell$ is shown in Fig. 5.12. The decrease in $c_{\text{max}}$ over time shows that no new catalyst is being produced by a reaction front, and therefore the front set up in the initial condition has died. The distribution of catalyst at different times is shown in Fig. 5.13. The structure of the front shows that over time, the catalyst simply diffuses away from its initial position without forming a reaction front. A simulation with $r_0 = 2.5\ell$ also exhibited front death. However, a simulation with $r_0 = 3\ell$ shows an entirely different outcome. The initial front appears to be dying as it did in the $r_0 < 3\ell$ cases. After a period of time, however, sufficient new catalyst is generated, signifying that the front has recovered from the initial concentration loss. Front recovery is shown in a plot of the maximum concentration over time in Fig. 5.14, and in the distribution of catalyst in space for various times in Fig. 5.15. At times less than $\sim 10\tau$ the concentration diffuses and new product is not generated. Past this point in time, however, the front recovers, leading to the stable propagating front structure shown in Fig. 5.15 at $40\tau$ and $50\tau$.

Front death in the IAA reaction is caused by diffusion effects, and is not a consequence
Figure 5.13: Concentration profiles at different times (in multiples of $\tau$) for a flame ball with $r_0 = 2$. The reaction front imposed as the initial condition dies, and over time the concentration profiles spread outwards and flatten.

of more commonly observed threshold behaviour in excitable systems, like the action potential of neurons [110] or the propagating oxidation wave in the Belousov-Zhabotinsky (BZ) reaction [111]. Neurons and the BZ reaction are excitable in the sense that they remain in a stable state until a threshold is reached. At the threshold, the system becomes “excited” and is pushed into an unstable state. For a neuron, this excited state occurs when an electric signal is transmitted once a certain voltage, or action potential, is reached. In the BZ reaction, excitation is reached when enough catalyst is present to transmit a propagating oxidation wave through the system. A pulse, unlike a reaction front, does not consume all of the reactants as it proceeds through a solution, allowing the system to be excited more than once. The IAA reaction, on the other hand, always has locally unstable kinetics [73]. The presence of any amount of autocatalyst in the IAA system will therefore always render it unstable. However, despite the localized instability created by the presence of autocatalyst, in a three dimensional system, diffusion effects alone are enough to quench the instability and hinder production of a reaction front.

In general, for an autocatalytic system, front death depends on the dimensionality of the system, and the mechanism of autocatalysis. For a quadratic autocatalytic reaction
Figure 5.14: The change in the maximum value of the concentration field over time. The curve decrease indicates the front appears to be dying, but it then rebounds upwards as the front recovers and restores the maximum concentration to $c_{\text{max}} = 1$.

scheme, theory predicts that a traveling front will evolve from any amount of autocatalyst in any geometrical configuration [73]. For a cubic autocatalytic reaction-diffusion system, like the IAA reaction, a mathematical treatment of the relevant reaction-diffusion equations has shown that the presence of any amount of autocatalyst will always form a reaction front in a one dimensional slab geometry [112, 113]. Two dimensional calculations show equivalent behaviour [73]. In three dimensions, however, the theory predicted that below a certain spatial distribution of autocatalyst, diffusion alone inhibits front propagation. We confirmed this prediction by observing front death in the IAA system experimentally. In this Section, we also used physical fluid parameters to determine the size threshold below which a flame ball concentrated with autocatalyst will not produce a reaction front. \footnote{We have referred to this phenomenon as front death because we consider the front imposed by the initial conditions to be a “live” front. Furthermore, in our experimental system the front propagated through a capillary tube before dying after it had emerged into the larger vessel. In Ref. [73] a slightly different interpretation of front death is given, where the front is considered not to be present until it propagates in its stable form. In this interpretation, if a front does not emerge from the initial conditions, then the front has not died because it never existed.}
Figure 5.15: Concentration profiles at different times (in multiples of $\tau$) for a flame ball with $r_0 = 3$. Red curves indicate concentration profiles where the front appears to be dying, blue curves are for profiles after the front has recovered.

5.5.2 Flame ball heads and tails

In Section 5.5.1, the approximate threshold radius that the initial flame ball must have for it to sustain a propagating front was established. For flame balls below, $r_0 < \sim 3\ell$ front death occurs. To simplify our front death calculations, buoyancy was suppressed in the simulations. In this Section, buoyancy effects are once again considered, and the evolution of a flame ball is due to the dynamic interplay between reaction, diffusion, and buoyancy driven flow. The only difference between the flame ball simulations in this Section and the plume simulations discussed in Section 5.4 is the location of the initial condition. While plume simulations used initial catalyst distributions on or slightly above the bottom boundary, flame balls have spherical initial conditions that are initially placed many flame ball radii above the bottom boundary. The concentration on the bottom boundary is therefore always $c = 0$. Similar to the threshold in $r_0$ that is necessary to sustain a reaction front, by simulating the evolution of different radii flame balls, we have found a threshold in $r_0$ below which a flame ball will stretch and form a reacting “tail”. The flame ball is stretched in the direction of the gravitational force, and in addition
Figure 5.16: The ascent of flame balls with different initial radii over time. The curves correspond to flame balls with \( r_0 \) values of a) 27.5, b) 22.5, c) 17.5, d) 15, e) 10, f) 7.5, and g) 5\( \ell \).

The ascent of flame balls over time with different initial radii is shown in Fig. 5.16. For all flame balls discussed in this Section, the centre of the flame balls were initially located at the same height \( z_0 = 100\ell \) in a spatial domain with \( r_b = 500\ell \) and \( z_b = 2000\ell \). The resolution was \( \sigma = 1 \), and the time step was \( \Delta t = 0.005 \). Like all of the simulations in this Chapter, the fluid parameters for this simulation correspond to those in a reactant solution with a 40% glycerol concentration. Not surprisingly, the flame ball with the largest \( r_0 \) reaches the top of the spatial domain faster than any other flame ball. The other flame balls reach the top in descending order according of \( r_0 \). Despite the difference to a tail it also develops a head like an autocatalytic plume. For \( r_0 \) values above this threshold value, tails are too thin to form a reaction front, and the majority of reaction product remains in a localized “thermal”.

The ascent of flame balls over time with different initial radii is shown in Fig. 5.16. For all flame balls discussed in this Section, the centre of the flame balls were initially located at the same height \( z_0 = 100\ell \) in a spatial domain with \( r_b = 500\ell \) and \( z_b = 2000\ell \). The resolution was \( \sigma = 1 \), and the time step was \( \Delta t = 0.005 \). Like all of the simulations in this Chapter, the fluid parameters for this simulation correspond to those in a reactant solution with a 40% glycerol concentration. Not surprisingly, the flame ball with the largest \( r_0 \) reaches the top of the spatial domain faster than any other flame ball. The other flame balls reach the top in descending order according of \( r_0 \). Despite the difference
in the amount of time it takes flame balls with different $r_0$ to reach the top of the tank, all of the flame balls reach a terminal velocity that is nearly identical, increasing only marginally with $r_0$. The range of terminal velocities was 64.9 to 68.9 in units $\ell/\tau$, which corresponds to a difference of only $5 \times 10^{-3}$ cm/s between the velocities achieved by the smallest and largest $r_0$ flame balls. Velocities were determined by calculating the slope of each line in Fig. 5.16, and the terminal velocity was determined by taking the maximum value of the slope for any five consecutive data points. For all of the data, five consecutive data point corresponds to time window of $2\tau$, or 8.6 seconds.

The evolution of the morphology of a small flame ball, only twice the size of a flame ball where the reaction front dies, is shown in Fig. 5.17. The entire spatial domain of the simulation is not shown in the figure images. In the initial stages of the evolution of the flame ball, it remains roughly spherical. However, as it continues to convect upwards, it develops a thin, elongating trail of autocatalyst in its wake, which we refer to as the tail. As the tail elongates, the upper portion of the flame ball develops into a vortex ring that resembles a plume head. Just as an autocatalytic plume head pinches-off from its conduit, a flame ball head pinches-off from its tail. As it does so, the top of the tail grows a new, second-generation head, and the first-generation head rises upwards as a thermal that takes the form of a free vortex ring.

The structure of a laminar starting plume was established in the introductory Chapter of this thesis in Fig. 1.1, where the main components of a laminar plume were identified to be the head and the conduit. For the compositionally buoyant forced plumes discussed in Chapter 2, it is clear that upwelling flow from the conduit provides volume flux to the growing, rising head. Given their similar appearance to compositionally (and thermally) buoyant laminar plumes, we chose to label autocatalytic plumes with the same terminology. The autocatalytic flame ball simulations, however, call into question use of this terminology. As outlined above, there are many similarities between autocatalytic flame ball tails and autocatalytic plume conduits. The only appreciable difference between the two is that a conduit remains fixed to the bottom boundary, while a tail does not. Based on the simulation results in this Section, it seems that in the experiments discussed in Section 3.2, autocatalytic plume heads are very likely to be producing a large portion of the trailing conduit in the same way that a tail is produced by an autocatalytic flame ball. This is in stark contrast to the relationship between the conduit and head in compositionally buoyant plumes. While we will continue to refer to the fluid structure connecting the bottom boundary to the head as a “conduit”, and the structure
Figure 5.17: The evolution of a flame ball with $r_0 = 5$, showing the development of a head and reacting tail. The spatial domain of the simulation is $r_b = 500$ and $z_b = 2000$, however the portion of the field displayed shown has a radius of $100\ell$. From the left-most frame to the right-most frame, the elapsed time after $t_0$ is $10\tau$ to $70\tau$ in increments of $10\tau$. 
beneath a flame ball as a “tail”, their near equivalence should be recognized. Similarly, the corresponding near equivalence of an autocatalytic plume and an autocatalytic flame ball should be noted.

An interesting morphological transition occurs for simulations of flames balls with \( r_0 \geq 27.5 \). In these simulations, a reacting tail does not develop. This is shown in Fig. 5.18 which shows the concentration field at different times for a flame ball with \( r_0 = 27.5 \ell \). As the flame ball rises, it leaves behind a tail. However, unlike the tails formed in the wake of flame balls with \( r_0 \leq 25 \), the tail it leaves behind is so thin and dilute that it does not react. Since the tail is very thin and is composed of only a dilute quantity of product, it is not capable of producing a propagating front, much like a tiny flame ball that undergoes front death. While the exact cutoff radius for reacting tail development, \( r_{0t} \), was not determined, simulation results show that it lies in the range \( 25 < r_{0t} \leq 27.5 \).

Despite the obvious difference between the amount of product produced by a flame ball with and without a reacting tail, the amount of product that initially arrives at the top of the domain in the head is similar for all values of \( r_0 \). The integral of the concentration field for each head was calculated, and the difference between the amount of product reaching the top for the \( r_0 = 5 \ell \) simulation and the \( r_0 = 27.5 \ell \) was determined to be only \( \sim 8\% \), with the larger flame ball delivering the slightly larger amount of product. Even though larger \( r_0 \) flame balls start with a larger amount of product, small flame balls take longer to reach the top allowing them more time to react. This allows for the initial volume of product arriving at the top to be approximately the same regardless of initial flame ball radius.

To understand why tail production ceases once \( r_0 \) surpasses \( r_{0t} \), it is useful to use a dimensional analysis scheme for flame balls similar to the one developed for astrophysical flame bubbles [114]. For highly viscous flame balls, two time scales are useful for estimating the conditions when a spherical ball of product undergoes distortion induced by buoyancy driven flow. These time scales are the viscosity time scale

\[
\tau_v = \frac{r_0^2}{\nu},
\]  

and the buoyancy time scale

\[
\tau_b = \sqrt{\frac{r_0}{g' \ell}},
\]  

Figure 5.18: The evolution of a flame ball with $r_0 = 27.5$, showing that a very thin tail of autocatalyst trails the head, and that the tail is not capable of producing a reaction front. The spatial domain of the simulation is $r_b = 500$ and $z_b = 2000$, however the portion of the field displayed field shown has a radius of $100\ell$. From the left-most frame to the right-most frame, the elapsed time after $t_0$ is $2.5\tau$ to $32.5\tau$ in increments of $5\tau$. 
Figure 5.19: The viscosity time scale, $\tau_v$, and the buoyancy time scale, $\tau_b$, as a function of flame ball radius $r_0$. The time scales meet at $r_c$. The cutoff value for $r_0$ above which simulations showed that tails cannot form a reaction front is shown by the vertical dashed line. The inset shows the power law relationship between the ratio of the two time scales as a function of $r_0$, which is $\tau_b/\tau_v \sim r_0^{-3/2}$.
where \( g' = g(\rho_u - \rho_r)/\rho_u \) is the buoyancy of the flame ball, with \( g \) being the gravitational acceleration, and \( \rho_r \) and \( \rho_u \) being the densities of the reacted and unreacted fluid, respectively.

A balance between the viscous and buoyancy forces is reached when \( \tau_v = \tau_b \). This occurs at the critical flame ball radius

\[
 r_c = \left( \frac{\nu^2}{g'} \right)^{1/3}. \tag{5.15}
\]

Using fluid parameters from Table 3.1, and a total density jump across the front from compositional and thermal changes of \( \Delta \rho = (\rho_u - \rho_r) = 6.4 \times 10^{-4} \text{ g/cm}^3 \), this gives \( r_c \sim 33 \ell \). A plot of \( \tau_b \) and \( \tau_v \) is shown in Fig. 5.19. For \( r_0 \ll r_c, \tau_v \ll \tau_b \), and therefore viscous forces have more time to act on, and therefore deform, the flame ball as it ascends. As \( r_0 \) increases, the ratio of \( \tau_b/\tau_v \) decreases as a power law

\[
 \frac{\tau_b}{\tau_v} = \frac{\nu}{\sqrt{g'}}\ell_0^{-3/2}, \tag{5.16}
\]

and viscous forces have a decreasing impact on flame ball morphology. In our simulations, viscous deformation of the flame balls for \( r_0 \leq 25 \ell \) was capable of dragging enough product out of the flame ball to form a tail capable of producing a reaction front. For \( r_0 \geq 27.5 \ell \), however, the dilute, filamentous tail pulled into the wake of the flame ball does not leave enough catalyst to sustain a reaction front.

### 5.6 Summary

In summary, we have simulated autocatalytic plumes using an axisymmetric computation in a cylindrical coordinate system. The simulation produces concentration, temperature, pressure, and velocity fields in the \( \sigma \) and \( z \) directions. Reaction fronts in thin tubes were simulated, and the results produced an axisymmetric mode of convection once the tube radius was extended across a threshold value of \( r_b \). Below this value, front velocity is not enhanced by convection and the front is flat. The behaviour of fronts in thin tubes produced by our simulations was generally consistent with experimental observations.

---

\(^{6}\) The total density difference between a reacted fluid with \( c = T = 1 \) and \( c = T = 0 \) is \( \Delta \rho = \Delta \rho_c + \Delta \rho_T \), where \( \Delta \rho_c = 4 \times 10^{-4} \text{ g/cm}^3 \) is the isothermal density difference from compositional change, and \( \Delta \rho_T = 2.4 \times 10^{-4} \text{ g/cm}^3 \) is the density difference caused by heating the reactant solution by 0.5 K.
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of reaction fronts in thin tubes, and the front velocity without the aid of convection was on the order of what we measured experimentally. The discrepancy between the front velocities is likely due to differences in the experimental and simulation boundary conditions.

In spatial domains much larger than those used for thin tubes, plumes were simulated. It was determined that numerical instabilities lead to oscillations in the concentration field across the reaction front. These oscillations could be minimized by increasing the mesh resolution. However, it was also determined that the concentration oscillations have a small effect on the other fields calculated by the simulation.

Simulated autocatalytic plumes reproduced the general behaviour of those produced experimentally. Using simulation results, it was possible to refine our understanding of autocatalytic plume dynamics by having access to fields not available through our experiment. We were thus able to construct a better understanding of the dynamics that leads to pinch-off in autocatalytic plumes, which is summarized as follows. An autocatalytic plume head increases in size as it ascends, and vortical flow enhances this growth by entraining fresh reactant solution. Head velocity is greater the conduit velocity, in contrast to the head velocity of compositional plumes. However the velocity of the conduit, coupled with tail formation from the viscous deformation of the head, creates the appearance of a connected conduit that feeds the head buoyant fluid. While a plume head experiences growth in volume and buoyancy from reaction, so too does its conduit. As a result, flow velocity in the conduit increases, and a second generation head forms underneath a pressure maximum that develops within the conduit. Fluid rising in the conduit accumulates in the new head, and this cuts off flow to the portion of conduit between the first head and the newly forming head. This portion of the conduit therefore narrows, giving the appearance that the first generation plume head has pinched-off from the conduit. However, the first generation head was already rising independent of flux from the conduit long before the appearance of pinch-off occurred.

In addition to plumes, we also simulated autocatalytic flame balls. The only difference between the plume simulations and the flame ball simulations was the location of the initial distribution of autocatalyst. The evolution of flame balls with different initial radii were studied, and three different regimes of behaviour were found. Very small flame balls that undergo front death occupy the first regime, where \( r_0 < \sim 3 \). In the second regime, \( 3 \leq r_0 \leq 25 \), autocatalytic flame balls have reacting heads and tails. In the third regime, \( r_0 \geq 27.5 \), only a small amount of product is dragged into the wake of the head,
and the resulting filamentous tail does not produce a reacting tail. Tail formation was explained using two time scales, the viscosity time scale and the buoyancy time scale, which vary based on flame ball radius. The smaller the value of the time scale, the faster the respective effect acts on the flame ball. For the entire regime of flame balls presented in this Section, the buoyant time scale is greater than the viscous time scale. However, flame balls in the regime that do not produce a reacting tail is close to the radius where the two time scales are equal. Viscosity therefore has much less time to drag a tail into the wake of the flame ball, and the amount that is dragged in is not enough to form a reaction front.
Chapter 6

Conclusion

In this thesis, we have described a study of buoyant laminar plumes induced by two distinct types of forcing: inertial forcing for forced plumes and chemical reaction-driven forcing for autocatalytic plumes. Plumes were studied in detail for both starting and steady phases. In this Chapter, we come to some conclusions and discuss possible future research directions extending on the thesis work.

In Chapter 2, we discussed an experimental investigation of the scaling and morphology of forced starting plumes. Plumes were produced by injected slightly buoyant fluid into an initially quiescent fluid-filled tank. The plume heads formed in these experiments exhibited two distinct forms that we define as confined and dispersed. Confined plume heads contain a stable vortex ring and retain a self-similar shape as they grow. Plume heads become unconfined when the flow feeding the vortex ring fails to wrap underneath the head crest, and a trailing fluid skirt is formed. We determined that the type of head that forms depends on the dimensionless plume Richardson number, Ri, where the transition between the two types occurs at Ri~ 1. Confined heads are formed above this value, while dispersed heads form below.

Using dimensional analysis, we found that the system is described by a power law relationship between Ri and the Reynolds number of the injected buoyant fluid in the outlet pipe. This relationship is independent of the diameter of the outlet pipe d, which reflects the physical fact that plume morphology and ascent velocity eventually become independent of the details of the localized source of buoyancy and momentum that produced it. This result generalizes some previous observations and theory for thermal plumes to the case of forced compositionally buoyant plumes.

Our results are specific to the case of nearly isoviscous plumes with small density
contrasts. Mantle plumes, for example, have significant density and viscosity differences between the plume and its surroundings, and it would therefore be interesting to extend our study to incorporate these differences. It would also be interesting to explore plumes with both thermal and compositional buoyancy effects, particularly in the case where these buoyancy effects oppose each other in a double diffusive scenario. In many cases in Nature, plumes are subject to crossflow and occur in density stratified fluids (like the ocean, for example). An examination of forced buoyant plumes in these experimental conditions would also be an interesting extension of our study.

In Chapter 3, we described an experimental study of buoyant autocatalytic plumes, where no external forcing was imposed on the system and buoyancy was entirely due to chemical reaction. The reaction used to drive plume motion was the autocatalytic iodate-arsenous acid reaction. In sufficiently viscous water-glycerol solvents, we found that plumes form with well-defined heads that eventually pinch-off from their conduit. The detached heads form essentially free reacting vortex rings. The entrainment of reactant solution into an autocatalytic plume head or vortex ring provides additional buoyancy to these structures, leading to their acceleration. This acceleration is the result of a self-stirring mechanism that is provided by the interplay between chemical reaction and the flow that it induces.

During an experimental run with pinch-off, detachment of the plume head resulted in the generation of at least one additional plume head. Often, this interesting dynamical process was repeated several times for a single experimental run, and many subsequent generation heads were produced. With the exception of the final plume head produced, all plume heads for a given run, and all plumes for a given set of fluid parameters, yielded approximately the same value of $Re_h$. However, the location of initial pinch-off of a plume head and the number of pinch-offs observed were variable. This variability is attributed to the fact that autocatalytic plumes are sensitively dependent to the dimensions they take in the very earliest stages after they emerge from the outlet. Small fluctuations in flow near the outlet from exchange flow or other factors lead to large variations in the later stages of autocatalytic plume evolution.

The effect of the variability of these earliest, or “initial” conditions, on the ensuing evolution of an autocatalytic plume was tested using two simple chemical plume models, a reacting cylinder and a reacting sphere. It was found that the behaviour of an autocatalytic plume could conform to the flow predicted by one of either of the models. The factor determining the model that could be used for a specific plume run was the initial
dimensions of the plume head and conduit. Slight variations in these dimensions could
cause the head to behave either as a reacting cylinder or a reacting sphere. For auto-
catalytic plumes that ascended like a reacting sphere, pinch-off occurred much earlier in
plume evolution. Early pinch-off would consequentially lead to the production of more
subsequent generation heads. To explore wall effects in the autocatalytic plume system,
it would be interesting to extend our experimental work by performing experiments in
cylindrical tanks with different diameters.

Autocatalytic plumes may have a useful analogy to important geophysical and astro-
physical processes. Hotspots due to upwelling from deep in the mantle have been the
subject of laboratory analog experiments using conventional plumes [98]. Instabilities in
the bottom layer of the mantle are also likely to give rise to thermals which may contain
internal sources of buoyancy due to radiogenic heating [115]. Additionally, the IAA re-
action with convection has been compared to a numerical model of a rising astrophysical
flame bubble [80]. In future work, autocatalytic plumes and vortex rings could serve as
an interesting laboratory analog of these processes.

The autocatalytic plumes studied in this thesis were all produced by the IAA reac-
tion. There are a host of other reactions that produce propagating fronts with density
gradients across the front. Plumes produced by the relatively highly exothermic chlorite-
thiosulfate reaction front, for example, would likely evolve differently than IAA reaction
plumes. Extending the work on autocatalytic plumes from this thesis by using different
reactions would allow for an exploration into the effects of differing the relative contribu-
tion to buoyancy from thermal and compositional changes. Furthermore, a reaction with
opposing thermal and compositional contributions to buoyancy could be used. Double-
diffusion with opposing buoyancy effects is an important part of fluid flow in the ocean,
where salinity gradients are responsible for compositional buoyancy differences. It would
be interesting to compare the behaviour of double-diffusive salt plumes with plumes
where double-diffusive effects are a consequence of chemical reaction.

In Chapter 4, we described a study of the steady state conduits produced by forced
and autocatalytic plumes. The flow profile and morphology of these conduits were quan-
tified and compared. The flow profile was examined using a dynamic MRI sequence called
GERVAIS. This velocity imaging sequence was used to resolve vertical velocity compo-
nents across a horizontal cross section of the flow. It was found that the vertical flow
across an autocatalytic plume conduit may be phenomenologically described by an ax-
isymmetric bimodal distribution, one that widens in accordance with the approximately
uniform conical widening of the plume. This is in contrast to the Gaussian velocity distribution that describes flow across a non-reacting plume conduit that remains cylindrical. These results emphasize that the buoyancy flux that drives the plume upward is created by the reaction front that forms the plume boundary. Autocatalytic plumes therefore have a source of buoyancy that is distributed along the entire interface between the plume and the surrounding fluid. This distinguishes autocatalytic plumes from forced plumes, or any other type of plume that has buoyancy supplied at a localized source. The possible extensions of our work on starting plumes discussed above are equally applicable for steady plumes. Persistent conduits subjected to crossflow in the mantle are believed to be the mechanism behind volcanic hot spot formation [9], and would be interesting to study in a reacting plume context.

A simulation of autocatalytic plumes was discussed in Chapter 5. The simulation involves an axisymmetric computation in a cylindrical coordinate system, and it produces concentration, temperature, pressure, and velocity fields for the plume. The simulation was tested by examining the flow produced in thin tubes. The behaviour of simulated fronts was generally consistent with experimental observations of reaction fronts in thin tubes, and the front velocity in the absence of convective effects was on the order of our experimental measurements.

In much larger diameter tubes, autocatalytic plumes were simulated. These simulations reproduced the general behaviour of what we observed experimentally: accelerating plume heads that pinch-off and spawn the growth of a secondary head. By simulating autocatalytic plumes, we were able to refine our understanding of the mechanisms at play that facilitate pinch-off. We found that the enhancement of buoyancy through reaction in both the head and the trailing conduit lead to vertical acceleration in the flow of both structures. As flow velocity in the conduit increases, a second generation head forms underneath a pressure maximum that develops in the wake of the first generation head. Fluid accumulates in the second generation head, and this disconnects the flow between the primary and newly forming secondary heads. This portion of the conduit between the two heads therefore narrows, giving the appearance that the first generation head has built enough buoyancy to accelerate away from the conduit. However, the first generation head was found to be rising independently of buoyancy flux from the conduit long before the thinning of the conduit in its wake.

By slightly changing the initial conditions for autocatalytic plume simulations, we investigated the consequences of initiating a “plume” well above the bottom boundary of
the spatial domain (recall that by definition a plume is connected to an isolated source, which isn’t the case here). These runs were initiated using spheres of product solution which we refer to as autocatalytic flame balls because of their analogy to flame balls produced by combustion. Depending on the initial radius of the autocatalytic flame ball, it could have evolved similarly to an autocatalytic plume. In this scenario, the flame ball grows a head like a plume. However, instead of a conduit it grows a tail that remains does not attach to the bottom boundary. If the initial radius of the flame balls were beyond a critical length, the tail that drags behind the head is too filamentous to be able to sustain a reaction front, and the front dies. Front death also occurs for flame balls below a critical radius, where diffusion effects alone are sufficient to kill a reaction front.

The morphology of autocatalytic flame balls was explained using time scales for viscosity and buoyancy which vary based on flame ball radius. For all of the autocatalytic flame balls that we simulated, the buoyant time scale is greater than the viscous time scale. However, flame balls in the regime that do not produce reacting tails are on the vicinity where the two time scales are equal. Viscosity therefore has much less time to drag a tail into the wake of the flame ball, and the filamentous tail left behind is not sufficiently concentrated to sustain a reaction front.

There are no limitations on the fluid parameters that are used for the simulation. For this thesis, the parameters we used for our simulations were for IAA plumes in a 40% glycerol solution. Parameters for other reactions in less or more viscous solutions could be used. It would be particularly interesting to implement parametric investigation for double-diffusive autocatalytic reactions, where $Ra_T$ and $Ra_c$ have different signs and therefore opposing buoyancy effects.

In summary, through experimentation, simulation, and some simple theoretical analysis, we investigated the behaviour of laminar buoyant plumes. Two types of plumes with different forcing mechanisms were investigated: forced plumes were compositionally buoyant and were injected with momentum into a fluid filled tank, and in the absence of imposed mechanical forcing autocatalytic plumes were produced as the consequence of a buoyancy-producing chemical reaction. Rich fluid-dynamical behaviour was observed for both types of plumes and was discussed in this thesis. In forced plumes, the rich behaviour we observed was a consequence of the relative effects of buoyancy and forcing. For autocatalytic plumes, it was the interplay between chemical reaction and fluid flow that served as the foundation for compelling dynamics.
References


[94] A. Zebib and A. De Wit. private communication.


